Preface

It is a great pleasure to introduce the proceedings of the 17th Monterey Workshop, held in Oxford, UK, during March 19–21, 2012. Attended by leading researchers from academia and industry, the workshop explored the challenges associated with the development, operation, and management of large-scale complex IT systems.

Large-scale complex IT systems underpin key critical applications in domains ranging from health care and financial markets to manufacturing and defence. Such systems are created and evolved dynamically through the integration of independently built and controlled heterogeneous components. As a result, traditional techniques, which assume complete control over the parts of a system, are inadequate in supporting the dependable engineering of important safety-, security-, and business-critical requirements.

The revised and significantly extended papers included in this volume incorporate the insights gained from the productive and lively discussions at the workshop, and the feedback from the post-workshop peer reviews. The volume has three parts. Part I focuses on identifying the challenges and risks faced by the developers, operators, and users of large-scale complex IT systems. The papers in this part examine the current and envisaged use of such systems in domains including cyber-physical systems, global financial markets, health care, teams of autonomous vehicles, and air traffic control.

Part II of the volume covers the model-based engineering of different aspects of large-scale complex IT systems. The papers included in this part explore a broad range of approaches to addressing the uncertainty, continual change, large scale, security concerns, and compositional and distributed nature that characterize these systems. Multi-view, multi-disciplinary, domain-specific, security, and multi-agent responsibility modelling approaches are identified as promising in handling such hard problems, and research agendas for turning them into fully fledged solutions are laid out by these papers.

Finally, Part III explores avenues for extending the use of formal specification, analysis, and verification to large-scale complex IT systems. The approaches envisaged to help achieve this ambitious objective include formal techniques that are incremental, modular, compositional, or which exploit extreme symmetries, quantitative steering, and independent viewpoint implementability.

We would like to thank UK’s national research and training initiative in the science and engineering of Large-Scale Complex IT Systems (LSCITS) and its Director, Dave Cliff, for their generous sponsorship of the workshop. We are also grateful to the General Chairs, Luqi and Bill Roscoe, for their support in the organization and smooth running of a very successful workshop.
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Radu Calinescu

David Garlan
Message from the Monterey Workshop  
General Chairs

Oxford, in Strachey, Hoare and others, has an outstanding history in advancing programming language semantics, program verification, and the theory of concurrent computing. It maintains its strength in these areas and newer ones such as security and information systems, all of which made it natural to hold the 17th Monterey Workshop there between 19th and 21st March 2012.

Awareness of the importance of system integration has spread, and the economy and society of our interconnected world has become increasingly dependent on complex interacting systems. Such systems may incorporate networked multitudes of people, information services, physical components, sensors, software controllers, and actuators that affect the physical components. Examples of sectors relying on such systems include energy, transportation, manufacturing, defense, and medicine.

Cyber Physical Systems (CPS) are engineered systems comprising interacting physical and computational components [1]. Emerging CPS will be coordinated, distributed, and connected, and must be robust and responsive [2]. Potential applications span an amazing variety of contexts, from swarms of nano quadrotors to robotic surgery. Many of these applications impact the safety and well-being of societies and individuals. Therefore high integrity, predictable operation, compositional and iterative verification, and complex systems in the cloud are all relevant.

The need for dependable operation of systems that integrate heterogeneous components, continuously evolve, and have decentralized ownership and control has expanded yet again the challenges that the field of software engineering must address, introducing connections to subjects beyond its traditional scope, such as complexity in organizations, socio-technical engineering, and cyber-security.
The workshop itself was held in the Randolph Hotel, the setting of numerous episodes of Inspector Morse. It brought together a wide range of research relevant to complex heterogeneous systems, including approaches to developing them, securing them, verifying them, and taming their complexity. Others dealt with design and specification of systems with respect to multiple viewpoints, and how to combine these. It was natural that several of the papers addressed healthcare issues since healthcare IT provides some of the most complex and important examples of cyber-physical systems and complex distributed information systems.

It was wonderful to see the interactions and integration of advances from software engineering and many related fields coming together, following the culture and tradition of the Monterey Workshop series. We thank the program committee chairs Radu Calinescu from York and David Garlan from CMU for putting together a fascinating workshop program. Janos Sztipanovits initiated CPS as the workshop topic, Fabrice Kordon produced the beautiful website and years of collectable posters, and the Oxford hosts handled innumerable details.

The Monterey Workshop steering committee would like to thank the sponsors for their support of the Monterey Workshops, with special thanks to the UK’s national research and training initiative in the science and engineering of Large-Scale Complex IT Systems (LSCITS) and its Director, Dave Cliff, for making this 17th Monterey Workshop possible. Many of the Monterey Workshop themes in the last two decades have subsequently blossomed into major research initiatives and widespread applications:

- 1st: Computer-Aided Prototyping: CAPSTAG, Monterey, California, 1992
- 2nd: Software Slicing, Merging and Integration, Monterey, California, 1993
- 3rd: Software Evolution, Monterey, California, 1994
- 4th: Specification Based Software Architectures, Monterey, California, 1995
- 5th: Requirements Targeting Software and Systems Engineering, Bernried, Germany, 1997
- 6th: Engineering Automation for Computer Based Systems, Monterey, California, 1998
- 7th: Modeling Software and System Structure in a Fast Moving Scenario, Santa Margherita Ligure, Italy, 2000
- 8th: Engineering Automation for Software Intensive System Integration, Monterey, California, 2001
- 11th: Software Engineering Tools: Compatibility and Integration, Vienna, Austria, 2004
- 12th: Realization of Reliable Systems on Top of Unreliable Networked Platforms, Irvine, California, 2005
18th: Cyber Intelligence and Security, Washington DC, 2013

The coming 18th Monterey Workshop will discuss challenges associated with the modeling, design, evaluation, and monitoring of cyber and cyber-physical systems, assess engineering techniques, and explore future research topics. Cyber- is a prefix derived from “cybernetic,” which comes from the Greek adjective κυβερνητικός meaning skilled in steering or governing [3]. Cyber and cyber-physical systems are being networked to perform critical functions and to evolve into the global superstructure:

- Accurately modeling the cyber-social context is a prerequisite for systems aimed at gathering, processing, storing, analyzing and using cyber data intelligently to support decisions.
- Document processing and data synchronization are needed to derive real-time intelligence from ongoing events in complex networked systems.
- Secure architecture and firm technical foundations are necessary to enable such systems to adapt to a changing world while maintaining reliable operation.
- Establishing abstractions to understand, predict, and build systems with optimized security and real-time intelligence should facilitate security and reliability of cyber and cyber-physical systems.

Prof. Sadie Creese, Director of the Oxford Cyber Security Center, and Dr. Doug Lange will be the program committee chairs of the 18th Monterey Workshop on Cyber Intelligence and Security in 2013.
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Manfred Broy¹, María Victoria Cengarle², and Eva Geisberger²

¹ Technische Universität München
broy@in.tum.de
² fortiss GmbH
{cengarle,geisberger}@fortiss.org

Abstract. A German project is presented which was initiated in order to analyse the potential and risks associated with Cyber-Physical Systems. These have been recognised as the next wave of innovation in information and communication technology. Cyber-Physical Systems are herein understood in a very broad sense as the integration of embedded systems with global networks such as the Internet. The survey aims at deepening understanding the impact of those systems at technological and economical level as well as at political and sociological level. The goal of the study is to collect arguments for decision makers both in business and politics to take actions in research, legislation and business development.

1 Introduction

The vision of Cyber-Physical System (CPS) is that of open, ubiquitous systems of coordinated computing and physical elements which interactively adapt to their context, are capable of learning, dynamically and automatically reconfigure themselves and cooperate with other CPS (resulting in a compound CPS), possess an adequate man-machine interface, and fulfil stringent safety, security and private data protection regulations. Nowadays CPS are being conceived and chances are high that they will be widely used in the near future. Forerunners can already be found in as dissimilar areas as automotive, avionics, energy, health, environmentalism and consumer electronics. So for instance a car equipped with an intelligent parking assist system combined with a navigation system as well as the (suppositional) road traffic management is a CPS. This vision poses extraordinary challenges particularly regarding technology, organisation and human-system cooperation. It also entails a huge potential both for economy as well as for tackling problems of modern society.

A first step towards CPS is given by networked embedded systems whose operations are monitored, coordinated, controlled and integrated by a distributed computing and communication core. CPS potentially can change the way individuals and organisations interact with and control the physical world, and be as revolutionary as the internet technology was and still is. The transition of economy and society seems inexorable and disruptively leads to value-added chains and economic ecosystems spanning over diverse domains.

* This work has been partially sponsored by the BMBF project “Integrierte Forschungsagenda Cyber-Physical Systems” under the patronage of acatech, the National Academy of Science and Engineering.
Peculiarities, prospects and obstacles of CPS, and opportunities, risks and acceptance factors to be raised by the envisioned systems were pinpointed in a survey which is the outcome of a collaborative analysis carried out by experts in the related fields and working in industry and academia, including both basic and applied research; see [GBC+12]. Trends of CPS were identified and characterised; by means of (contrived) future scenarios further developments gone through; and social, economic and technical challenges and new opening possibilities discussed.

Starting from this cognisance, a guidance can be implied for the evolution of core technologies, exploration of user demands (be they end users or companies), inter- and transdisciplinary research and development, economic ecosystems, social guidelines and stipulations, participatory conformation and analysis of the techniques. Preliminary recommendations for action can be found in [BGC+12].

In this paper we present the characteristics of the envisaged CPS, namely their capabilities plus the demands they must fulfil. In the course of the project we also discussed different issues of CPS including security as well as social acceptance and usability; see [GBC+12]. Here we limit ourselves to highlight the challenges for the formal modelling and engineering of requirements and systems, and to enumerate some issues regarding, on the one hand, social acceptability of CPS and, on the other, the role of CPS in innovation as well as successful business models.

Outline. Firstly in Sec. 2 we discuss the key drivers of the incipient evolution. Then in Sec. 3 we present the method employed to characterise CPS and single out the challenges they bear, and sum up this characterisation. Afterwards in Secs. 4 and 5 we list some of the issues of CPS regarding technologies and society, respectively. Finally in Sec. 6 we summarise the implications that CPS bring along.

2 Towards Cyber-Physical Systems

The information and communication technologies progress faster and faster. At a dizzying pace circuits become even more miniaturised and speedier every day, networks allow more rapid and reliable communication, mobile phone coverage expands, to mention only a couple of examples. These technologies, at the same time, become less and less expensive. This way, ubiquitous computing becomes a reality thanks to the proliferation of netbooks, tablet computers, smartphones, and the like. Furthermore, more and more computing systems are embedded into physical devices, like home appliances, vehicles, or medical devices, providing additional intelligence. Proprietary closed systems, as embedded systems and devices, increasingly become open and dynamically linked to other systems, they are more flexible, more interactive, more networked, and seamlessly connect the physical systems of actuator and sensor technology with virtual software systems.

CPS are the result of further development and integrated use of two dominant areas of innovation: systems with embedded software, on the one hand, and global data networks like the Internet with distributed and interactive application systems on the other. There exists a powerful infrastructure of sensors, actuators and communications networks, employed by cooperating global companies. The following technologies and trends act thereby as key drivers:
– The use of powerful intelligent embedded systems, mobile services and ubiquitous computing.
– The use of the Internet as business web, that is, as a platform for economic cooperations, with two complementary forms:
  • traditional IT management tasks are increasingly transferred to the “cloud”, i.e., outsourced to external service providers worldwide distributed,
  • especially in trade and logistics but also in application areas such as remote support, components find use that are intelligent, networked and equipped sensors, as for instance RFID technology.
– The use of the Semantic Web and of techniques of Web 2.0 as well as of interactive design of integrated services through
  • user-defined interaction and the corresponding configuration of knowledge and communication network, and
  • communities of developers typically around open source initiatives like Firefox, Android and MediaWiki, but also around application distribution platforms like iOS.

We envisage CPS as the convergence of those trends. These forthcoming systems enable services and functionalities far beyond the scope of the capabilities of present-day networked embedded systems. CPS are distributed and interactive, location-independent as well as aware of their context of use and adaptable, capable of learning and (semi-)autonomous.

In the next section, we present a method which characterises CPS.

3 Characteristics of CPS

In the first place future scenarios were conceived that both reinforced the desirability of CPS and helped identify the further course of action with the purpose of making the vision of CPS a reality. Indeed, they allowed the reification of goals and requirements of CPS and their engineering as well as the deduction of CPS-specific capabilities. Requirements and capabilities, on the one hand, permit the detection of challenges and implications of CPS engineering and, on the other, the derivation of essential core technologies.

Scenarios were concocted in various domains including automotive, traffic management, health care system, mobile communications, medical technology, manufacturing, procurement and logistics, industry and building automation, plant construction and engineering, smart grid. Figs. 1 and 2 delineate two sample scenarios in the areas of health and mobility, respectively.

The smart mobility scenario in Fig. 2 makes apparent the need for connecting CPS of different domains: The convoy of fully autonomous cars abandons the premium track in order to give way to an ambulance. This situation lies in the intersection of CPS specific for traffic management and CPS specific for health care system or, more precisely, demands CPS dedicated to different domains to interact and coordinate. A similar case is given by CPS for smart home and/or smart building in cooperation with CPS for smart health and/or ambient assisted living. Simultaneously, CPS are open thus dynamically adaptable systems and services. Therefore, according to social and spatial network topologies, CPS operate across different nested spheres of uncertainty (see Fig. 3):
Ms Huber is 70 years old, retired and lives alone in an old farmhouse in Munich East. She never made the driver’s license since she always used to ride with her husband. Since his death a few years ago, Ms Huber suffers from mild depression. Although she still is able to manage everything, her concern is to helplessly fall into a dangerous situation. Because of this reason she acquired a smart health system. This system passively monitors her vital values, assists her in medical matters, and calls for help in case of emergency. The passive monitoring controls Ms Huber’s weight and reminds her of taking her medicine. These are only the basic functions, the system can be adapted to changing needs.

After some time and with the help of sensors installed in the farmhouse, the system has recorded Ms Huber’s habits in particular regarding how she moves around and created a profile. She no longer perceives the small devices. The daily jump on the bathroom scales has become routine. And the guidance as how to prepare her weekly medication has stilled her fear of confusion. Ms Huber used to meet her friends on a regular basis, but for some time now their encounters are less frequent. The smart health system detects weight gain. Given that this change has occurred relatively fast, the system recommends Ms Huber to contact her family physician prior to her next regularly scheduled visit. The system allows the arrangement of an appointment directly with the physician’s surgery. The physician recommends Ms Huber more exercise and to also control daily her blood pressure. Ms Huber gets on prescription a blood pressure measuring device as well as a motion sensor, that are integrated to her smart health system. After a couple of days Ms Huber’s situation has further deteriorated, so her family physician refers her to a specialist who can closer examine her. For this to be possible, Ms Huber had previously granted approval the monitoring of her data regularly in the cloud.

A couple of days later, Ms Huber suffers a slight stroke, which is quickly treated. For the smart health system stores instructions as what is to be done in case of emergency. Not only an ambulance is immediately sent to Ms Huber’s farmhouse. Ms Huber’s family members are informed via SMS, the newspaper subscription is suspended and the alarm system of the farmhouse is activated.
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Smart mobility
Ms Müller records a visit to her mother on Friday morning in her mobile device: she gives only departure time as well as from and to locations, and a maximum cost amount for the entire route. The mobile device is connected to various providers and makes her suggestions for the trip from her home in Munich West to pick up her children at their school in the center of Munich and onward to her mother in Munich East. Ms Müller decides to use public transportation to the children’s school, as this is the most energy-efficient and least expensive alternative. There, Ms Müller intends to continue the journey with her children to her mother with a car-sharing vehicle (CSA). To this end, she explicitly decides in favor of a hybrid vehicle with autonomous driving capabilities. The necessary travel documents such as public transport ticket and CSA authorisation are transmitted to the mobile device of Ms Müller. Prior to departure, Ms Müller is informed via her mobile device of a defective signal box and thus significant delays of her public transport connection are to be expected. Via her mobile device, again, she receives the suggestion to book a CSA already from her home. Ms Müller accepts the proposal, consequently and automatically her public transport ticket is cancelled and her CSA authorisation from her home is transferred on her mobile device. Shortly thereafter, Ms Müller is informed about the impending arrival of the CSA. Simultaneously, the children are informed that their mother will pick them up with a CSA at the school. During her car ride and while the CSA autonomously drives in a convoy on the highway, on her mobile device Ms Müller answers e-mails and reads the newspaper. Meanwhile, the convoy leaves the premium track—a fee-based fast track for fully autonomous vehicles—to give way to an ambulance, and then joins the premium track again. Shortly thereafter the CSA abandons the convoy, leaves the highway, and returns the control to Ms Müller. She drives the vehicle toward her children’s school. As the CSA is networked with a back-end infrastructure and with other vehicles, Ms Müller is supported in a high degree during this trip. For example, the CSA automatically reduces its speed to the prescribed speed limit. When driving past a stopped school bus with activated warning lights in the immediate vicinity of the school, suddenly the CSA halts: a child runs from behind the school bus over the street and in front of the CSA, which in time comes to a stop. A glance in the rearview mirror convinces Ms Müller that the vehicles behind her were also warned in time. Once the children get on the car and they set off to Ms Müller’s mother, the CSA is notified of the fine dust pollution limit being exceeded and that only emission-free vehicles are allowed to proceed. The vehicle checks whether the existing battery capacity is sufficient and switches to electric mode.

Fig. 2. Scenario “smart mobility” (excerpt)

Capabilities associated with this characterisation can be found in Tab. Essentially, CPS are required to be

- x-aware and assimilable to their physical/social context,
- capable of learning (of evolving) and adaptable,
- transparent, equipped with predictable human-machine interaction,
- reliable, cooperative, strategic,
- subject to risk, target and quality analysis as well as quality of service (QoS) assurance.

Once goals, characteristics and capabilities of the envisioned CPS were determined, the research and development landscape in science and industry, as far as relevant
information is available and/or put at disposal, both at national and international level, was examined and the abilities of today’s systems gathered. This information and the capabilities of CPS inferred were contrasted. This way, some shortcomings could be identified. These results were validated within workshops with experts, interviews and polls, which were systematically iterated.

Example: Evolution of a Vehicle’s Brake System

The development stages of braking systems in vehicles illustrate the technology evolution and the increasing complexity of embedded systems, and hint at the sophisticated
By CPS,
– physical and virtual, locally/globally networked systems are fused into
– systems of systems with dynamically shifting boundaries that are
– context-adaptive, partially or completely autonomous, and capable of active real-time con-
trol,
– cooperative with each other under distributed, alternating control, and
– able of comprehensive human-system cooperation.

CPS include embedded systems, logistics, coordination and management processes as well as
Internet services that, using sensors, directly capture physical data and, through actuators, act on
physical processes that are interconnected by means of digital networks, use globally available
data and services, and have multimodal human-system interfaces. CPS are open socio-technical
systems that provide a range of new functionalities, services and features which go far beyond
the current capabilities of embedded systems with controlled behaviour.

Fig. 4. CPS characteristics

requirements on the way to open CPS. The development stages are graphically repre-
sented in Fig. 5.

In order to avoid traffic accidents the automobile industry, in the development of
safety-critical functions as for instance the braking function, resorts to classical embed-
ded systems and, increasingly, to CPS. Milestones in this development are the anti-lock
braking system (ABS) introduced in 1978, the electronic stability control (ESP) intro-
duced in 1995, and the active brake assist (ABA) as extension of the adaptive cruise
control (ACC), introduced in 2003. The ABS allows the wheels on a motor vehicle
to continue interacting tractively with the road surface as directed by driver steering
inputs while braking. The ESP actively allocates a deceleration torque to individual
wheels thus preserving the steerability. An ABA may warn the driver, precharge the
brakes, among others; the Honda brake collision mitigation system uses a radar-based
system to monitor the situation ahead and automatically brakes if the driver does not
react to a warning.

These three milestones show the gradual evolution from basic (physical) functionalty
via information processing through automatic control. Associated with ABS the phys-
cical causal chains (brake pedal – hydraulic line – cylinder) is partially substituted by
causal chains supported by information technology (brake pedal – position sensor – bus
– controller – bus – actuator – cylinder). While ABS only considers wheel revolutions
and braking power, ABA additionally deals with the vehicle environment in the form
of obstacles. This evolution goes from an individual monofunctional system (braking
in the case of ABS) over cooperative, i.e., closed and networked, embedded systems
(braking and steering in the case of ESP) to a system of systems (braking, steering,
dashboard, and context via sensors in the case of ABA).

The example clearly shows the increasing demands on the ability of systems to in-
vestigate their surroundings. The requirements range from the acquisition of simple
physical data and their fusion into physical environment information such as distance,
location or speed (physical awareness), over the identification of the situational impor-
tance of this information (situation awareness), to the inclusion of extensive contextual
With each stage of evolution increased
- user-centric functionality
- networking and integration with the context
- complexity of possible causal chains
- coordination of systems involved
- human–machine cooperation
- diversity of use risks

Fig. 5. Evolution of the brake system in a vehicle

Information for the proper assessment of the situation (context awareness) and action
control, and this in cooperation with other systems, in order to meet these complex
requirements and in addition to physical environmental models, increasingly complex
situation and context models are required on the part of the systems.
In the next sections, some topics of technical and social nature for (further) development of CPS are presented.

4 Technological Challenges

As explained above, on the one hand, describing characteristics of the envisioned CPS (see Fig. 4) were inferred using the future scenarios devised. On the other and as detailed in Tab. 1 associated goals, requirements and capabilities were derived, which were then arranged in a taxonomy comprising the taxa benefit, system-inherent capability, technology, and engineering competence; see [GBC+12]. Characteristics and capabilities pose a number of challenges, require novel and/or improved technologies, and entail a series of implications; Fig. 6 shows the approach followed by the project. In this section, the technological challenges are addressed. In particular because of the increasing openness of the systems and the capabilities listed in columns (3)–(5) of Tab. 1 (which are also reflected in the evolution of braking systems exemplarily exposed in Sec. 3 above), the prospective demands go beyond the possibilities of current technologies. There is thus increased demand for research and development. On the basis of the those capabilities, we reflected upon the needed apparatus, examined the state of the art, and tried to identify both the difference or distance between available and required technologies as well as the associated challenges.

4.1 Individual Technologies

Out of the distinctive nature and features of CPS, necessary advances in technology were recognised that can be either individually intended for the implementation of CPS capabilities or address engineering issues. This section focuses on the first ones.

Among individual technologies is sensor fusion, that allows physical situation awareness, provided improved sensor and actuator technologies together with communication networks are available. A step beyond sensor fusion is multi-criterial situation assessment, which permits decision making even if the information at disposal is uncertain or contradictory. Furthermore, CPS must be aware not only of their physical and situation context but also of their own situational capabilities, and adapt accordingly. They moreover must be able to learn from, e.g., the way they have been used so far, and accommodate to their user putting a comprehensive human-system interface at disposal. And what is more, they must be able to organise themselves and evolve. These issues, among others, are dealt with in the next section.

In what follows, we give an overview of the surveyed techniques and technologies. Basic techniques and technologies already available –which as a matter of fact address capabilities under (1) and (2)– that can be sophisticated include

- domain modelling, ontologies and domain-specific languages,
- sensor and actuator technology,
- communication infrastructure and communication platform,
- efficient parallel processing units, and
- distributed stable controlling;
<table>
<thead>
<tr>
<th>Requirement</th>
<th>(1) Sensor and actuator technology, virtual, locally/globally networked, with real-time management</th>
<th>(2) Systems of systems (SOs), controlled network with dynamic boundaries</th>
<th>(3) Context-adaptive and (partially) autonomous systems</th>
<th>(4) Cooperative systems with distributed, alternating control</th>
<th>(5) Comprehensive human-system cooperation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallel acquisition (through sensors), fusion, processing of physical data from the local/global environment in real time (physical awareness)</td>
<td>- Parallel acquisition (through sensors), fusion, processing of physical data from the local/global environment in real time (physical awareness)</td>
<td>- Interpretation of data from context and situation over several levels, depending on application situations</td>
<td>- Extensive, continuous context awareness</td>
<td>- Distributed, cooperative and interactive perception and evaluation of the situation</td>
<td>- Intuitive, multimodal, active and passive HMI support (simplified control)</td>
</tr>
<tr>
<td>Interpretation of the situation w.r.t. the goal achievement and job completion of the CPS</td>
<td>- Interpretation of the situation w.r.t. the goal achievement and job completion of the CPS</td>
<td>- Targeted selection, incorporation, coordination and use of services—depending on situation, local and global goal, and behaviour</td>
<td>- Continual collection, observation, selection, processing, evaluation, decision making, communication of context data, situation data and application data (often in real time)</td>
<td>- Distributed, cooperative and interactive perception and evaluation of the situation</td>
<td>- &quot;X&quot; awareness through correct perception and interpretation of</td>
</tr>
<tr>
<td>- Targeted selection, incorporation, coordination and use of services—depending on situation, local and global goal, and behaviour</td>
<td>- Service composition and integration, decentralised control: recognition, active search and dynamic incorporation of missing services, data and functions</td>
<td>- Targeted adaptation of the interaction, coordination, control with/of other systems and services</td>
<td>- Targeted adaptation of the interaction, coordination, control with/of other systems and services</td>
<td>- Distributed, cooperative and interactive perception and evaluation of the situation</td>
<td>- situation and context of human and system (extension of perception and of evaluation skills)</td>
</tr>
<tr>
<td>- Evaluation of components and services to be incorporated regarding required use and quality for the application (QoS, overall quality) as well as possible risks</td>
<td>- Evaluation of components and services to be incorporated regarding required use and quality for the application (QoS, overall quality) as well as possible risks</td>
<td>- Recognition, analysis and interpretation of plans and intentions of systems and participants using</td>
<td>- Model creation for application field, application domain, available services, tasks, and participants incl. their roles, goals and demands</td>
<td>- Distributed, cooperative and interactive perception and evaluation of the situation</td>
<td>- Support of a further (time and space) and enlarged perception, support of an extended capacity to act of individual and several persons (groups)</td>
</tr>
<tr>
<td>- Reliability and compliance w.r.t. guaranteed QoS</td>
<td>- Reliability and compliance w.r.t. guaranteed QoS</td>
<td>- Assessment of goals and steps to achieve them, taking into consideration alternatives concerning costs and risks</td>
<td>- Model creation for application field, application domain, available services, tasks, and participants incl. their roles, goals and demands</td>
<td>- Assessment of goals and steps to achieve them, taking into consideration alternatives concerning costs and risks</td>
<td>- Recognition and interpretation of human behaviour including feelings, needs and intentions</td>
</tr>
<tr>
<td>- Controlled access to system's own data and services</td>
<td>- Controlled access to system's own data and services</td>
<td>- Self-awareness in terms of knowledge about own situation, status and options for action</td>
<td>- Self-awareness in terms of knowledge about own situation, status and options for action</td>
<td>- Self-awareness in terms of knowledge about own situation, status and options for action</td>
<td>- Acquisition and evaluation of state and context of human and system (extension of perception and of evaluation skills)</td>
</tr>
<tr>
<td>- Learning of e.g. modified work processes, logistics, habits, interaction, etc., and corresponding behaviour adaptation</td>
<td>- Learning of e.g. modified work processes, logistics, habits, interaction, etc., and corresponding behaviour adaptation</td>
<td>- Learning of e.g. modified work processes, logistics, habits, interaction, etc., and corresponding behaviour adaptation</td>
<td>- Learning of e.g. modified work processes, logistics, habits, interaction, etc., and corresponding behaviour adaptation</td>
<td>- Learning of e.g. modified work processes, logistics, habits, interaction, etc., and corresponding behaviour adaptation</td>
<td>- Integrated and interactive decision making and action of systems and individual persons or multitudes</td>
</tr>
<tr>
<td>- Proactive, strategic and reliable action</td>
<td>- Proactive, strategic and reliable action</td>
<td>- Risk management</td>
<td>- Risk management</td>
<td>- Risk management</td>
<td>- Ability to learn</td>
</tr>
<tr>
<td>- Transparency of HMI, shared control—integrated situation evaluation and assessable behaviour</td>
<td>- Transparency of HMI, shared control—integrated situation evaluation and assessable behaviour</td>
<td>- Privacy protection</td>
<td>- Privacy protection</td>
<td>- Privacy protection</td>
<td>- &quot;X&quot; awareness through correct perception and interpretation of</td>
</tr>
</tbody>
</table>

Increasing openness, complexity, autonomy, "smartness" and evolution of the systems (with disruptive effects in the fields of application)
see, e. g., Len97, Dmi04, RLM+06, KS03, GMA09, BHGZ09, MM06, HSMS07, ABB+09, Arb11, CPS08. Additional technologies to be further developed are

- for physical situation recognition: sensor fusion, pattern recognition, situational maps (see, e. g., Rab08, Web02, Mat03, Thi10);
- for planning and anticipatory, partially or completely autonomous behaviour: multicriteria situation assessment, artificial intelligence (see, e. g., RN09, EN71, PB03, GMP+06);
- for cooperation and negotiation: multi-agent systems (see, e. g., MVK06, KNR+11, Osb03, Wei00, Woo09);
- for human-machine interaction and shared control: human-machine interface and interaction modalities, intention and plan recognition, user modelling, human awareness (see, e. g., Nor96, Sad11, SS11, Hua11);
- for learning: machine learning and data mining (see, e. g., Bis07, BKS11, MCS11);
- for evolution, strategies of self organisation and adaption: self organising manufacture, multi-agent systems, self organising communication networks (see, e. g., BS00, SB01, SMST11, BCHM06, SAL+03, WST10).

Both general and domain-specific reference architectures were already developed; see DoD09a, DoD09b, DoD09c, NAF07, TOG09 and ABD+10, AUT10, Dra10, Gif07, GP09, MLD10, respectively. Essentially, the reference architectures are structured in three abstraction levels: (a) functional, (b) logical, and (c) technical (from abstract to concrete). Within SPES 2020—a research project dedicated to a methodology for the model-based development of embedded systems—partners from academia and
industry devise a formal and semantically well-founded architecture model for embedded systems on the basis of usage scenarios from the medical, avionics, automotive, energy networks and automation domains; see, e. g., [BBB+11].

Summarising, for capabilities under (1) and (2) of Tab. 1 there are already a considerable number of technologies already available, for instance physical situation recognition and basic technologies. The big challenges lie in the openness of systems, their mutual cooperation and negotiation, their required ability to learn and evolve, and the necessarily comprehensive human-system cooperation. This has an immediate impact on the realisability of non-functional requirements like reliability, quality in use, privacy protection, among others, which again are essential factors for acceptability and economic success. Furthermore, all those aspects cannot be regarded individually, rather engineering competences are necessary that combine them in all phases: devise, requirements elicitation, development, operation and maintenance/evolution of systems and domains.

4.2 Engineering Technologies

The engineering of CPS poses modelling, architecture and engineering challenges. These include modelling techniques integrating aspects from different disciplines, interoperable infrastructures and reference architectures, interdisciplinary and integrated engineering and evolution, enhanced non-functional requirements elicitation and privacy protection policies. A detailed analysis of these issues can be found in [GBC+12, Secs. 5.2 and 5.3].

Integrated Models. Since CPS applications have the potential to pervade all spheres of life, a deep analysis of the nexus between today’s and future application domains must be conducted. This analysis needs embrace users, involved persons and participating systems as well as the human-system cooperation. Comprehensive and integrated formal models for humans, systems and architectures are necessary. In order to integrate those models, the CPS must be engineered using harmonised requirement models and architectural concepts, which are moreover structured according to abstraction level, system design phase and functional modelling view; see e.g. [BGK+07, GBB+06, GS07, Sch04]. This applies to the description and modelling of (statements of) problems, stakeholders’ viewpoints and objectives, and related requirements as well as to their mapping to system design(s) and their overall integration, validation, horizontal and vertical traceability, evolution and coordination between all stakeholders—users, customers, business and solution engineers from different disciplines.

On the one hand, there is the need to clarify how physical (continuous) models of the mechanical and related engineering disciplines can be integrated with digital models of the software and system engineering. Especially in the context of control theory, classical models and modelling techniques in software and systems engineering as well as engineering design in mechanical engineering, there is a plethora of challenges. For example, different disciplines have made their contributions to the Smart Grid: computer science, information and communication technology, but also energy networks and devices (such as smart metering).
On the other hand, it is important to investigate which models, methods, and interdisciplinary research efforts are needed to understand and analyse the profound changes in human-system interaction that are triggered by information and communication technologies, Internet, and CPS. The comprehensive social and political implications must be investigated, so that useful and acceptable (both for users and society) CPS applications and services can be designed.

For the engineering tasks, integrated hybrid system and architectural models are required. Here, by hybridity are meant socio-technical infrastructures encompassing, e.g., cognition models and actor-network theory; see [Lat87]. Domains and models, on the one hand, and systems engineering, on the other, determine and influence each other in this integrated view procured by CPS. Fig. 7 shows an attempt to make this mutual influence pictorially perceptible.

**Fig. 7.** Integrated engineering models and methods, interdisciplinary and participative development, interactive use and evolution of CPS

**Interoperable Infrastructures and Reference Architectures.** A technique that obviously needs be updated is the infrastructure: CPS must be interoperable and their services and the cooperation with each other must be reliable. Thus, appropriate platform and middleware are indispensable, and reference architectures need be built up.

Because the scope of operation of CPS may easily extend across country boundaries, communication and interoperability standards become absolutely necessary—on technical level as well as on semantical and user-visible levels. Interoperable and compatible
CPS’ components and services with the relevant interfaces and protocols require a gradual construction of standardised, flexible infrastructures and communication platforms, as illustrated in Fig. 8. At the lowermost level the communication infrastructure with basic services as well as the middleware are located. On top of them, application-specific platforms exchange their data via interfaces; services for targeted access are provided on these platforms. To this end, technical interoperability is needed. Moreover, in order for CPS to cooperate beyond application boundaries, information from different applications must be consistently interpreted. Thus, a decisive factor is semantic interoperability, that ultimately enables the interplay of applications. The top layer shows the application layer accessed by the users. At this level, user-visible interoperability allows users to visualise and comprehend behaviour as well as interaction and options of communication and cooperation of CPS and, furthermore, to interactively engage in the utilisation process.

**Fig. 8.** Levels of abstraction, design, integration and interoperability of CPS

CPS are expected to be open, that is, to provide some combination of interoperability, portability, and open software standards. Specific installations can be furthermore configured to allow unrestricted access by people and/or other computers. An immediate aftermath are conflict as well as reconciliation handling; see [Lev95, EBJ03]. Connected with these issues, a further and non-trivial one is posed by the human-system cooperation and shared control. There are high-level requisite and expectations to be fulfilled by CPS with respect to this matter. This question is briefly examined in the next section.
Interdisciplinary and Integrated Engineering and Evolution. Knowledge across different domains of application must be synthesised. This calls for sophisticated domain and requirement engineering disciplines. A source of inspiration for this purpose surely is to be found in product line engineering (see, e. g., [Ber07, CN08, PBvdL05a]), system of systems engineering (see, e. g., [SC01, JSE08]), model-based requirement engineering (see, e. g., [BGK+07, KS98]). Also comprehensive and integrated models for humans as well as for systems and their architecture are needed. In particular, the formal methods community is asked to contribute with well-founded approaches that enable specification and modelling of crucial aspects of the novel characteristics of CPS that are not addressed by conventional techniques. These characteristics include context and environment as well as the already mentioned different levels of interoperability (see Fig. 8).

In order to improve present-day engineering concepts and competences, broad initiatives in the following areas are needed:

- user-centered and participatory, virtual methods for the collection, the design and the evaluation of requirements (see, e. g., [ABB+09, EBJ03, MOS08]),
- comprehensive and integrated human-system models (see, e. g., [FFM05, Soc07, Soc07]),
- integrated and interoperable system architectures and domain models (see [Sch04, TOG09, NA05]),
- domain engineering and system management including requirements traceability (see, e. g., [LLYL08, AZM09, PBvdL05a]),
- quality engineering at every level of development,
- living labs and controlled fields for experimentation.

Domain engineering involves the acquisition of domain-specific knowledge as a foundation for the development and the evolution of systems, products and services within a domain. This includes methods of requirements analysis and modelling, and also design and modelling of generic architectures for product families, the conception of reusable components, functions and services of the architecture, as well as the evolution of the domain, of the architecture and of implementation models. Particularly significant for the domain engineering of CPS are the definition of appropriate domain models (inclusive scoping), the development of interoperable architecture and composition patterns, suitable tailoring and reuse principles, and the management of complex domain and application platforms. In addition to the issue of evolution of CPS application architectures and platforms, it is important to develop models, methods and procedures for the engineering of autonomous, self-organising and learning systems. With regard to the engineering of quality five approaches can be distinguished: the transcendent, the product-based, the user-based, the manufacturing-based, and the value-based ones; see [Gar84]. The quality of a product or a service is therefore not uniformly determined: it is certainly the result of many comparisons and cost-benefit considerations, both in the supply chain as well as among users. Today’s quality in use and quality of service criteria are not aligned with the new challenges pose by the networked intelligent technology of CPS. Rather, advanced quality models and integrated methods of validation and verification, interdisciplinary and integrated research efforts, as well as social debate and interactive evolution of technology and society are necessary.
Non-functional Requirements and Privacy Protection. In the following the challenges are analysed that need to be faced in order to ensure the observance of non-functional requirements in terms of safety/security, validation/verification and privacy protection. Those challenges are about features of systems that are relevant for the safe use of CPS under specific conditions.

Major success factors of CPS are their usability, transparency, controllability and dependability for users that sustain the claim of self-determination. The observation (compliance) of non-functional requirements, like for instance trustworthiness, reliability, availability, confidentiality, integrity and maintainability, constitutes an extreme difficult task. An essential question here is raised by the dependability of CPS, which may (help to) control delicate and complex situations, in which e.g. human lives are at risk, while having incomplete or uncertain information; this is especially critical if the decisions must be taken in real time. Sensible criteria must therefore be codified in fast algorithms that make use of reliable communications. Previous works addressing these subjects are, e.g., [CES10, ISO11]. CPS may moreover access, manage and/or transmit sensitive data. As computer systems and networks become more capable, their security also becomes more vulnerable. Ubiquitous distributed systems, like ad hoc networks of handheld computers, sensor networks for directly interacting with the world, and radio-frequency identification (RFID) tags which instantiate real-world objects with elements in our virtual computer systems, face security challenges. Security properties can be distilled to a core set, including confidentiality meaning secrecy of communication between parties, integrity in the sense that data has not been modified by an unauthorised party, authenticity which ensures that a message originated from a known other party, etc. Works on these matters include [ALRL04, BSI10, ABCS05, CMK+11, HV08, MOS08, WS10].

By dependability usually a combination of classical aspects concerning safety and security is understood, typically comprising functional safety, reliability, availability, confidentiality, integrity, maintainability. Crucial for dependability are the aspects safety, security and maintainability, especially significant because of the longevity of CPS. To this end, steady mechanisms are necessary for maintenance, servicing and development at runtime as well as integrated view of operational security and data integrity. On the one hand, current mechanisms for the servicing, maintenance and development provide procedures for the exchange of system components without taking a whole system out of service (for example in telecommunications). However, in general no procedures are provided for examining the impact on the safety and security requirements, and thus no aspects of “safety@runtime” and “security@runtime” are addressed. Today only a small degree of self reflection and self documentation of systems can be found, for example in machinery and plant engineering. On the other hand, methods for guaranteeing safety and data integrity share techniques like for instance identification of threats and definition of protection goals and protection levels, the combination into an integrated approach is nevertheless still missing.

Security is an issue that needs be considered during development of CPS (secure by design) and during operation as well. This raises questions with respect not only to systems engineering but also to systems characteristics. In this regard, efficient and lightweight cryptographic algorithms and protocols, component protection by dedi-
cated security hardware, secure execution environments, procedures for determining the trustworthiness of other CPS, security engineering for CPS, security management, new methods for test and analysis are indispensable.

Regarding (functional) safety, today’s technologies offering limited support for robustness and fault tolerance are multicore processors, component description and testing at runtime, cross-platforms with integrated high-quality safety/security mechanisms, advanced standards of development and of safety/security regulations, scalable security concepts and theories.

Privacy protection is defined in [Wes67] by “the claim of individuals, groups, or institutions to determine for themselves when, how, and to what extent information about them is communicated to others”; see also [RBB+08]. Thus, an essential security standard to be observed by CPS is personal data protection. Privacy protection observance by CPS should be guaranteed by design (cf. [Cav09, RB11]). The protection goals identified are intervenability, unlinkability, and transparency; see [HT12]. By intervenability it is understood that the persons concerned actually have the possibility to exercise their rights. Data is unlinkable when it is impossible to gather information from different sources and to infer out of this information further facts worthy of protection. A system is transparent to the persons concerned as well as the persons who run it if its functionality and its effect are intelligible to a sufficient grade and, moreover, provided those persons can retrieve the data available to the system with reasonable expenditure. Other thoughts on these topics can be found in, e.g., [Bra00, CMPB03, Cav09, FHDH+11, KSWK10, RBB+08, RB11, RP09, Sch07a, Wes67, WMKP10], some regulations can be found in [Eur50, Eur95, Eur02, Eur09].

5 Social Challenges

CPS can only unfold their full benefit and be given favourable response if they can seamlessly adapt to different contexts of use and safely integrate in these contexts, and also address the needs of users and customers, who must experience those systems and services as manageable and trustworthy. (It cannot be ruled out that existing regulations concerning liability and privacy protection be revised and updated to the new facts and circumstances.1) But it also happens that the requirements of customers and markets are difficult to assess and subject of continuous shifts and changes due to the diversity and dynamics of social transformation, which itself is influenced by the progress of ICT among other factors.

One of the biggest challenges for devising useful and widely accepted CPS is the design of a suitable human-system cooperation. This goes far beyond ordinary man-machine interaction. There is quite a number of criteria to be fulfilled by the interface of CPS to their users: it must be appropriate for the task the CPS has to perform and also manageable, it must explain itself and be tailorable at the same time, it must answer

---

1 With respecto to liability, especially to functional safety but also to security, existing regulations (including [IEC10]) do not cope with those integration capabilities, substantially limiting design, implementation, commissioning, and maintenance of CPS. These approaches often achieve dependability by limiting access to the system, and thus contract essential properties of CPS.
the user’s expectation and learn from the user’s behaviour, and it must be fault tolerant. These features must moreover coexist with additional properties: a CPS must be aware of and assess its context of use, its state and the user’s situation, it must be acquainted of other CPS with which it can or even must interact and share its own control, and it must not overstrain users who a priori show dissimilar characteristics. And as if that were not enough, some CPS must be open and easily extendable and connectable; cf. mobile apps’ markets.

Considerations regarding human-system cooperation are driven by the increasing complexity of systems, and furthermore draw our attention to the so-called human factors. These are physical or cognitive properties of humans that influence functioning of technological systems as well as human-environment equilibria. The understanding of human capability can help the development of systems that are ergonomic, i.e., that optimise human well-being and overall system performance. The study of human factors resorts to many disciplines including anthropometry, physiology, sociology and psychology. Such considerations lead to the conclusion that inter- and transdisciplinary research and development are absolutely necessary.

In addition, no special skills or specific training can be demanded of CPS users. For instance, not every car driver can always be trained in the latest version of a route planning service. In order to avoid any danger that can arise due to inexperienced use of CPS, concepts for intuitive and transparent user interaction are required that ensure a secure shared control.

Particularly critical because fatiguing for the user are systems, or more precisely interfaces, that operate in different modes; see e.g. [LPS+97, Wey06, Sch07b]. It may frequently happen that the user forgets what state the interface is in, performs an action that is appropriate to a different mode, and gets an unexpected and undesired response.

That is, reality and mental model behave diversely, and this can moreover be the case in relation to a safety aspect. A mode error can be quite startling and disorienting as the user copes with the sudden violation of his/her expectations. This has an impact not only on the user experience with the interface; the violation of his/her expectations can have drastic consequences, especially in the application of safety-critical and highly automated systems like aircrafts. For these reasons, modes are often disfavoured.

A further topic to be considered is the fact that there surely will exist individuals that do not want to or cannot afford the new technologies. A meaningful road traffic management, for instance, must be operable even if there are vehicles driving out there that are not networked. It will moreover be undesirable if fellow citizen feel marginalised because of not having access to CPS; see e.g. [CSH04].

Distributed control of systems raises some questions. For example systems, which differ in the nature of their coordination (central and closed vs. decentralised and open) and must cooperate, in some situations may stay in conflict to each other. Also the governance of hybrid systems, that is, of systems distributedly handled by humans and by machines, may face the dilemma of optimisation vs. fairness; e. g., traffic management in cities or energy distribution and control in smart energy nets (see [CW07, KPM11]).

---

2 A very simple example is given by caps lock key, which is a common source of mode errors. Very annoying are modes that do not or only counter-intuitively allow to restore the old system state.
The design of CPS and the analysis of consequences of their use should be subject of participatory discussion.

Concerning economical ecosystems, open platform strategies with transparent architectures, open interfaces, and experimental living labs are required—in particular, in order to use the increased potential for innovation through interactive and participatory involvement of customers, new external technology-based companies and developers communities, but also in order to bring the essential quality and acceptance requirements of the customer off such that individual usefulness and usability are met as well as protection and security of the systems is provided with transparent, trustworthy and reliable structures. A platform strategy, as opposed to a product strategy, “[…] requires an external ecosystem to generate complementary innovations and build ‘positive feedback’ between the complements and the platform” and, moreover, “the effect is much greater potential for growth and innovation than a single firm can generate alone”; see [Cus10].

6 Conclusions

We have presented short overview of the study that has been worked out during 2010/11. The study takes a very comprehensive view, starting from what we can expect from technology and the implied changes in business, society, legislation, and politics. The result of the study is that the convergence of embedded systems, global networks, business web and interactive CPS’ service creation by users, will bring a new wave of innovations and changes. We expect disruptive changes in business and application domains. Therefore, it is of utmost significance to discuss the consequences for research and development of ICT systems.

The smart mobility scenario describes the future of mobility of our society. Prerequisites are a comprehensive ascertainment of environment and the integration of vehicles, transportation infrastructure and individuals. This creates innovative ways to consider both individual needs as well as socio-political aspects and here to make contributions to, among other things, accident prevention, intelligent use of limited resources and reduction of environmental impact. Similar and likewise desirable consequences can be drawn from other scenarios as e.g. smart grid.

Summarising, engineering challenges include

- human-system cooperation, usability and safety:
  - shared control, transparency/controllability, integrated models for human-machine interaction, cooperative and strategic task and action modelling, conflict and reconciliation handling;
- formal and integrated system and architecture models:
  - integrated requirements, context, domain, system modelling,
  - hybrid system and architecture: analog-digital control models, human-machine, socio-technical interaction and network models,
  - interoperable reference architectures, domains and platforms;

---

Those could constitute (or be aligned with) the much cited and discussed sixth wave of innovation; see e.g. [Kle90, Mar80, SY03, Šmi10].
expanded quality modelling and engineering standards:
- models for quality in use, quality of service, compliance, technical and organisational models and methods for quality assurance,
- elicitation and negotiation of acceptance requirements and corresponding system concepts (e. g., governance and fairness).

Social challenges imply new engineering strategies, so

- acceptance, which calls for participatory analysis and design of
  - systems and services that are manageable, tailorable, trustworthy, fault tolerant, accountable,
  - capable of learning from user’s behaviour,
  - self-determined usable and controllable by the users,
  - compatible with non-networked systems and services (as well as dropouts);
- inter-, transdisciplinary and explorative research and development, which require integrated models and methods of virtual engineering;
- interactive innovations by means of economic ecosystems and platforms, regional and international innovation systems, which
  - integrate different life-cycles, business models and engineering cultures of CPS’ components and services,
  - find complementary concepts of competition, cooperation and distributes value creation.

The great opportunity opened by CPS for industry, business and economy in general, cannot be missed. As stated in [HW11], “The cultural change must take place mainly on the provider side. The willingness to make radical changes in business processes or even new business models can only come from here. If the market forces them, then it is usually too late.” Inter- and transdisciplinarity, value creation and innovation in corporate networks and in business ecosystems are required that face the above challenges and take a leading role.

Acknowledgement. The authors are indebted to Bernhard Schätz for his comments on a previous version of this work and particularly for his support in the illustration of the evolution of the braking system in the automotive domain.
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Abstract. We argue here that, in recent years, the world’s financial markets have become a globally interconnected complex adaptive ultra-large-scale socio-technical system-of-systems, and that this has important consequences for how the financial markets should be engineered and managed in future. Major failures in the financial markets can now occur at super-human speeds, as was witnessed in the “Flash Crash” of May 6\textsuperscript{th} 2010. Events such as the Flash Crash may become more commonplace in future, unless lessons are learned from other fields where complex adaptive socio-technical systems-of-systems have to be engineered for high-integrity, safety-critical applications. In this document we review the literature on failures in risky technology and high-integrity approaches to safety-critical SoS engineering. We conclude with an argument that, in the specific case of the global financial markets, there is an urgent need to develop major national strategic modeling and predictive simulation capabilities, comparable to national-scale meteorological monitoring and modeling capabilities. The intent here is not to predict the price-movements of particular financial instruments or asset classes, but rather to provide test-rigs for principled evaluation of systemic risk, estimating probability density functions over spaces of possible outcomes, and thereby identifying potentially high-consequence failure modes in the simulations, before they occur in real life, by which time it is typically too late.

Keywords: Large-scale complex IT systems, ultra-large-scale systems, financial markets, algorithmic trading, high-frequency trading, normalization of deviance, flash crash.

1 Introduction

For what events will the date of May 6\textsuperscript{th}, 2010 be remembered? In Britain, there was a general election that day, which ousted the ruling Labour Party after 13 years and led to the formation of the UK’s first coalition government since 1945. Nevertheless, it seems likely that in financial circles at least, May 6\textsuperscript{th} will instead long be remembered for dramatic and unprecedented events that took place on the other side of the Atlantic, in the US capital markets. May 6\textsuperscript{th} is the date of what is now widely known as the “Flash Crash”.

On that day, in a period lasting roughly 30 minutes from approximately 2:30pm to 3:00pm EST, the US equity markets underwent an extraordinary upheaval: a sudden
catastrophic collapse followed by an equally unprecedented meteoric rise. In the space of only a few minutes, the Dow Jones Industrial Average dropped by over 600 points, representing the disappearance of more than 850 billion dollars of market value. In the course of this sudden downturn, the share-prices of several blue-chip multinational companies went haywire, with shares in companies that had previously been trading at a few tens of dollars plummeting to $0.01 in some instances, and rocketing to values of $100,000 in others. Seeing prices quoted by some major exchanges suddenly going crazy, other major exchange-operators declared “self-help” (that is, they invoked a regulation allowing them to no longer treat the price-feeds from the other exchanges as valid), thereby decoupling the trading on multiple venues that had previously been unified by the real-time exchange of reference price data.

Then as suddenly as this downturn occurred it reversed, and over the course of another few minutes most of the 600-point loss in the Dow was recovered, and share prices returned to levels within a few percentage points of the values they had held before the crash. That recovery took less than twenty minutes.

Two weeks after the Flash Crash, the US Securities and Exchange Commission (SEC) and the US Commodity Futures Trading Commission (CFTC) jointly released an interim report into the events of May 6th (CFTC&SEC, 2010a) that established very little, other than dispelling rumours of the flash crash having been caused by a “fat-finger” error (where a trader mis-keys an order) or terrorist action. After that, for more than four months there was open speculation on the cause of the Flash Crash, and senior figures in the markets voiced their growing exasperation at the lack of a straightforward explanation. Identifying the cause of the crash was made difficult by the “fragmentation of liquidity” (trading taking place simultaneously on a number of independent but interconnected exchange-venues); by the lack of a single unifying “consolidated audit trail” showing synchronized timestamps for all events in all the markets with identifiers of the originators of those events; and by the widespread use of algorithmic trading systems: autonomous adaptive software systems that automate trading jobs previously performed by human traders, many operating at super-human speeds. Various theories were discussed in the five months that it took the SEC and CFTC to produce their joint final report on the events of May 6th. Many speculated on the role of high-frequency trading (HFT) by investment banks and hedge funds, where algorithmic traders buy and sell blocks of financial instruments on very short timescales, sometimes holding a position for only a few seconds or less.

When the SEC/CFTC final report on the Flash Crash was eventually published on September 30th, nearly five months after the event, (CFTC&SEC, 2010b), it made no mention of a “bug” anywhere in the system being a causal factor. Instead, the story it told was that the trigger-event for the crash was a single block-sale of $4.1bn worth of futures contracts, executed with uncommon urgency on behalf of a traditional fund-management company. It was argued that the consequences of that trigger event interacting with HFT systems rippled out to cause the system-level failures just described. The SEC/CFTC report was met with very mixed responses. Many readers concluded that it left more questions unanswered than resolved, and a subsequent much more detailed analysis of the time-series “tapes” of market event data conducted by Nanex Corp.¹ offered an alternative story that many market

¹ See www.nanex.net
practitioners found more plausible: see Meerman et al. (2010) and Easley et al. (2011) for further details of the extent to which the CFTC/SEC version of events is disputed.

Ten months after the event, in February 2011, a specially convened panel of regulators and economists, the Joint CFTC-SEC Advisory Committee on Emerging Regulatory Issues, released a report (CFTC&SEC, 2011) urging a number of rule changes, some of them fundamental and potentially far-reaching. At the time of writing this Foresight review, the extent to which the report’s recommendations will be acted upon is unclear (see, e.g., Demos, 2011a, 2011b, 2011c).

Now the fact that there was such a rapid recovery immediately after the down-spike meant that, by the close of business on May 6th the overall inter-day price change on the previous day was nothing particularly dramatic. To someone focused only on daily market-close prices, this may look like just another day of a downward-trending market in a time of significant political and economic uncertainty: on that day, the Greek national debt crisis was threatening to destabilize the entire Euro-zone single-currency economic union; and the indeterminate outcome of the UK general election was a further distraction. For sure, the intra-day dynamics on May 6th were unlike anything ever seen before, but the market pulled back, so what is there to worry about?

We contend that there are two significant reasons to be worried by the Flash Crash. The first worry is that at the micro-level there was a clear market failure: whether a trader was richer or poorer by the end of that disorderly day was in many cases not much more than a lottery. The second worry is the macro-level observation that, with only a very slight change in the sequence of events, the global financial markets could plausibly have gone into meltdown, with May 7th 2010 (i.e, the next day) becoming the date of a global collapse that dwarfed any previous stock-market crash. We’ll expand on these two worries in the next two paragraphs.

The first worry, on the micro-level, is that while some equity spot and derivatives trades that took place at the height of the mayhem were subsequently “busted” (declared to be invalid on the basis that they were clearly made on the basis of erroneous data) by the exchanges, the means by which trades were selected for busting was argued by many to be arbitrary, after-the-fact rule-making. Some traders who had lost large amounts of money did not have their trades busted; some who had made handsome profits found their gains taken away. The flash-crash chaos had rippled beyond the equity markets into the foreign exchange (FX) markets where certain currency exchange rates swung wildly on the afternoon of May 6th as the markets attempted to hedge the huge volatility and risk that they were suddenly seeing explode in equities. There is no provision to retrospectively bust trades in FX, and so those deals were left to stand. Sizeable fortunes were made, and sizeable fortunes were lost, by those caught in the storm; the issue of who lost and who gained was in too many cases almost random.

The second worry is a much more significant concern: the Flash Crash could have occurred any time that day. Certainly the specific time-period during which the Flash Crash occurred, roughly 2:30pm to 3:00pm, was not cited as a causal factor in the official CFTC/SEC report on the events of May 6th, nor in the much more detailed analysis performed by Nanex Corp. This is a point recently explored in public statements by Bart Chilton, head of the CFTC, who said the following in a public lecture given in March 2011: “…Think about it. There are stocks and futures, which are arbitraged internationally. If the Flash Crash had taken place in the morning on
May 6th, when E.U. markets were open, it could have instigated a global economic event. Since it took place in the mid-afternoon, it was primarily limited to U.S. markets...” (Chilton, 2011). Although we respect Commissioner Chilton’s view, we think that in fact the much, much bigger worry is not what would have happened if the Flash Crash had occurred in the morning of May 6th, but instead what would have happened if it had occurred a couple of hours or so later that day. Specifically, we think that the true nightmare scenario would have been if the crash’s 600-point down-spike, the trillion-dollar write-off, had occurred immediately before market close: that is, if the markets had closed just after the steep drop, before the equally fast recovery had a chance to start. Faced with New York showing its biggest ever one-day drop in the final 15 minutes before close of business on May 6th, and in the absence of any plausible public-domain reason for that happening, combined with the growing nervousness that the Greek government would default on its sovereign debt and throw the entire Euro-zone economic union into chaos, traders in Tokyo would have had only one rational reaction: sell. The likelihood is that Tokyo would have seen one of its biggest ever one-day losses. Following this, as the mainland European bourses and the London markets opened on the morning of May 7th, seeing the unprecedented sell-offs that had afflicted first New York and then Tokyo, European markets would have followed into precipitous freefall. None of this would have been particularly useful in strengthening confidence in the Greek debt crisis or the future of the Euro, either. And, as far as we can tell, the only reason that this sequence of events was not triggered was down to mere lucky timing. Put simply, on the afternoon of May 6th 2010, the world’s financial system dodged a bullet.

Although the Flash Crash was a particularly extreme event, similar phenomena have been witnessed in various markets in the period since May 2010. Some notable examples are listed here, but this is by no means an exhaustive list:

- On 28th September 2010, share-prices of major technology stocks Apple, Dell, Hewlett-Packard, IBM, Microsoft, and Oracle all experienced sudden severe spike-transitions before returning to normal price ranges.²

- On May 2nd, 2011, the market price of gold spiked sharply downwards by $20 and then immediately recovered more than $15 of that loss. The graph of price against time for this event is strongly reminiscent of the graph of the Dow Jones Industrial Index during the Flash Crash. Unlike the Flash Crash, which unfolded over a period of roughly 30 minutes, this down-spike and recovery in the price of gold took less than 10 minutes.³

- The next day, on May 3rd, 2011, the price of silver dropped dramatically in after-hours trading, an event that was again attributed to algorithmic trading systems.⁴

- On June 8th 2011 the price of natural gas in the USA commodity markets had been trending flat (i.e. showing neither a rise or a fall for the day) over a period of

³ See http://www.zerohedge.com/article/golden-flash-crash
several hours, when the price suddenly started to oscillate in a pattern strongly reminiscent of a smooth sine-wave, with the amplitude of the oscillations (the height of the peaks and the depths of the troughs) growing steadily in a short space of time, and then the price crashed dramatically. This event was also attributed to an erroneously programmed algorithmic trading system.\(^5\)

- On July 7\(^{th}\) 2011, there were sizeable swings in the price of crude oil futures on the New York Mercantile Exchange (one of the world’s primary exchanges for trading of commodities and commodity derivatives). According to the analysis published by Nanex Corp, these swings appear to have been the result of a “massive arbitrage algorithm” running at a significant speed advantage for a period of around five seconds.\(^6\)

- On March 23\(^{rd}\) 2012, the initial public offering (IPO) of shares in the company BATS Global Markets was marred by an astonishingly fast collapse in its share price. BATS (an acronym for “Better Alternative Trading Systems”) was founded in 2005 and is the owner and operator of popular electronic trading venues in major economies such as the USA and UK, that are alternatives to the traditional, longer-established stock exchanges. At 11:14 am on the day of the IPO, BATS’ shares commenced trading at a price of $15.25. Within 0.9 seconds of the start of trading, the price had dropped to $0.2848; and at +1.5 seconds, the price was $0.0002. A total of 567 orders had been executed by the time trading in BATS was halted, and BATS subsequently cancelled its IPO, thereby depriving the company of the capital that would otherwise have been raised by the sale of its shares that day. Subsequent reports in the financial media quoted BATS as blaming this collapse on “problems” and “bugs” in their own exchange software,\(^7\) but analysis of market data subsequently released by Nanex Corp\(^8\) indicated that the collapse in BATS’ share price had been driven primarily by so-called intermarket sweep orders originating from a trader or traders operating on the Nasdaq exchange. Nanex’s analysis also demonstrated that the collapse in BATS’ price traced an almost-perfect logarithmic decay curve, strong evidence that a computerized system was driving the price down by a fixed percentage with each successive trade. In the days that followed, there was open speculation that BATS’ crash had been caused by a rogue trading system, and that perhaps someone had deliberately programmed a system to inflict this grief on BATS.

In each of these cases, there is evidence to suggest that computer-based trading systems were involved in the transactions that played causal roles in these events, but unlike the events of May 6\(^{th}\) 2010, there have been no official investigations launched by regulatory bodies such as the CFTC and the SEC. There is frequent open discussion among market practitioners (especially on the anonymously-sourced but very well-informed website www.zerohedge.com) that current markets are too often


\(^6\) See http://www.nanex.net/StrangeDays/07072011.html


\(^8\) See http://www.nanex.net/aqck/2970.html
showing price movements for which the only plausible explanation is that a computerised system is operating in an unexpected or unanticipated fashion, giving market dynamics that deviate from expectations based on experience of markets populated by human traders, or from rational economic argument.

We argue here that market disorder such as the May 6th 2010 Flash Crash, and the mini-flash-crashes that have been recorded since then in various markets, are deviant events that are best understood as evidence of “normal failure” in an ultra-large-scale complex adaptive socio-technical system-of-systems.

Unpacking that assertion requires some care, so in the following sections we’ll start first with a discussion of notable technology failures, then bring the conversation back to discussion of failures of the financial markets.

Systems, such as the financial markets, that are themselves composed of constituent stand-alone systems that are each operationally and managerially independent, are very often the result of incremental, sporadic, organic growth and unplanned accretion rather than clean-sheet engineering design. They thereby involve or acquire significant degrees of variability in components and heterogeneity of constituent systems, and their make-up changes dynamically over multiple timescales. For this reason traditional engineering techniques, which are predicated on very different assumptions, cannot necessarily be trusted to deliver acceptable solutions. And, therefore, new approaches are required: new engineering tools and techniques, new management perspectives and practices.

In the main text and the appendices of this review, we survey some recently developed approaches that look likely to grow into promising new engineering techniques in the coming decade and beyond, better suited to current and future systems than our traditional engineering practices, which owe more to the mid-twentieth-century than they can offer the early-twenty-first.

2 Background: Failures in Risky Technology

The global financial markets are not the only area in which the application of new technologies has led to failures. Although operator error can be attributed to many failures, as technological systems grow in complexity the prospect of failure-modes being inadvertently designed-in also grows. Take, for example, bridge building. As an engineering activity this is something that dates at least as far back as ancient Rome (c.150BC) and so probably doesn’t figure as a risky technology for many people.

Yet for decades, engineering students have been taught the story of the Tacoma Narrows suspension bridge, opened in July 1940, which collapsed four months later, where the designers did not anticipate the prospect of wind-flows over the bridge deck reinforcing the deck’s natural mode of vibrations, leading to the bridge shaking itself apart. Presumably, current and future students will also be taught the story of the London Millennium Bridge, which opened in June 2000 and two days later was closed for two years to remedy destabilizing swaying motions induced when groups of people walked over it. A significant difference between Tacoma Narrows and London Millennium is that in the latter case, it was the interaction of people, the users, with the engineered system that caused the problem. The Millennium Bridge on its own, as a piece of engineering, was a fine and stable structure; but when we
consider the interaction dynamics of the larger system made up of the bridge and its many simultaneous users, there were serious unforeseen problems in those dynamics that only came to light when it was too late.

As engineered systems become more complex, it becomes more reasonable to argue that no one person or group of users is responsible for failures, but rather that the failures are inherent, latent, in the system; this seems especially so in the case of socio-technical systems, i.e. systems (like the Millennium Bridge, when in use) whose dynamics and behaviour can only be properly understood by including human agents (such as operators and/or users) within the system boundary.⁹

This is perhaps most clear in some of the more famous technology failures of the past 40 years. The oxygen-tank explosion that crippled the Apollo 13 Lunar Service Module as it was en route to the moon in 1970, and subsequent safe return of her crew, has been rightly popularized as a major triumph of bravery, skill, teamwork, and engineering ingenuity. Nevertheless, the fact remains that NASA very nearly suffered the loss of Apollo 13 and her crew, due to the compounding effect of several independent small failures of process rather than malign intent or major error from one or more individuals. The successful return of Apollo 13’s crew owed an awful lot to the availability of accurate simulation models, physical replicas on the ground of key components of the spacecraft, where emergency procedures could be invented and rehearsed and refined before being relayed to the astronauts. The value of simulation models is something that we will return to in depth, later in this paper.

While loss of a space vehicle is undoubtedly a tragedy for those concerned, the number of fatalities is small in comparison to the potential losses in other high-consequence systems, such as petrochemical plants and nuclear power stations. The release of toxic gas at the Union Carbide plant in Bhopal in December 1984 immediately killed over 2,000 people, with estimates of the subsequent delayed fatalities running at 6,000-8,000. The partial meltdown at the Three Mile Island nuclear plant in 1979 was successfully contained, but the reactor-core fire at Chernobyl in 1986 was not, and estimates of the number of deaths resulting from that event range from many hundreds to several thousand.

High-risk technology failures including Apollo 13 and Three Mile Island were the subject of serious scholarly analysis in Charles Perrow’s seminal work Normal Accidents (Perrow, 1984). Perrow argued that in tightly-coupled systems with sufficiently complex internal interactions, accidents and failures, including catastrophic disasters of high-risk systems with the potential to end or threaten many lives, are essentially inevitable – such accidents are, in that sense, to be expected as “normal”, regardless of whether they are common or rare.

In Perrow’s terms, the losses of the NASA space shuttles Challenger in January 1986 and Columbia in February 2003 were also normal accidents. However, the sociologist Diane Vaughan argued for a more sophisticated analysis in her classic study The Challenger Launch Decision (1997), in which she presented a detailed analysis of transcripts, covering the hours immediately preceding Challenger’s launch, of interactions between NASA staff and the staff of Morton Thiokol, manufacturers of the shuttle’s solid-fuel rocket booster (SRB) that failed leading to loss of the vehicle and her crew.

⁹ For an early, but very insightful, discussion of the dynamics of socio-technical systems, see Bonen (1979).
The transcripts had been released as part of the official Presidential Commission on the Space Shuttle *Challenger* Accident, led by William Rogers. A shocking finding of the Rogers investigation was that the specific failure-mode (burn-through of rubber O-ring seals in a critical joint on the SRB) had been known since 1977 and the consequent potential for catastrophic loss of the vehicle had been discussed at length by NASA and Thiokol, but the shuttle had not been grounded. Vaughan concluded that while the **proximal** cause of disaster was the SRB O-ring failure, the **ultimate** cause was a social process that Vaughan named *normalization of deviance*.

Put simply, normalization of deviance occurs when the safe-operating envelope of a complex system is not completely known in advance, and where events that were *a priori* thought to be outside the envelope, but which do not then result in failures, are taken after the fact as evidence that the safe envelope should be extended to include those events. In this way, deviant events become normalized: the absence of a catastrophe thus far is taken as evidence that in future catastrophes are less likely than had previously been thought. The flaw in this line of reasoning is starkly revealed when a catastrophe then ensues. In Vaughan’s analysis, the loss of *Challenger* was not a purely technical issue but rather was an organizational failure in the *socio-technical system* comprised of the (technical) shuttle hardware systems and the (social) human individuals, teams, and organizations that had to interact appropriately to ensure safe launch and return of the shuttle.

Vaughan’s analysis of the *Challenger* accident came more than a decade after the official inquiry into that 1986 event. In contrast, because of her work on *Challenger*, following the loss of *Columbia* in 2003 Vaughan was immediately invited onto the Columbia Accident Investigation Board (CAIB) and subsequently authored a chapter of the CAIB official report. It was argued that once again an organizational failure at NASA had resulted in loss of a vehicle, once again via a long-standing process of normalization of deviance.

For *Columbia*, the **proximal** cause of disaster was a lump of insulating foam that broke away from the external fuel tank and struck the leading edge of the orbiter’s left wing, damaging its thermal insulation: on re-entry, this damage allowed atmospheric gases, compressed in the bow-wave at the wing edge and hence heated to more than 1,500 degrees Celsius, to penetrate the wing; and the vehicle then broke up at high speed. But the **ultimate** cause was an organizational culture that had once again engaged in normalization of deviance, despite the warnings from Vaughan’s analysis of the *Challenger* disaster.

Prior to the loss of *Columbia*, sixty-four previous missions had suffered strikes from insulating material breaking away during launch and hitting the orbiter, and yet each such strike was technically a violation of the shuttle’s design requirements: the shuttle had simply not been designed to withstand impacts from breakaway insulating material. Most notably, in 1988 on mission STS-27, insulation broke away from an SRB during launch and damaged 700 of the heat-insulating tiles on shuttle *Atlantis*, and the crew on board believed they would very likely be killed on re-entry; nevertheless, they weren’t, and post-mission repairs to the shuttle’s damage from insulation strikes became increasingly seen as nothing more than a routine maintenance issue (Mullane, 2006).

Vaughan discussed the similarities between the *Challenger* and *Columbia* losses in a book chapter (Vaughan, 2005) and has documented her experience on the CAIB and
her subsequent interactions with NASA in a 40-page journal article (Vaughan, 2006). The CAIB report is probably the first major US government accident investigation that explicitly states the cause of the disaster to be a socio-technical system failure.

The approaches exemplified by the writings of Perrow and Vaughan are not the only ones. Studies of what are known technically as High-Reliability Organizations (such as emergency rooms in hospitals, firefighter teams, and the flight-deck operations crews on aircraft carriers) have revealed that there are social and organizational, as well as technical, solutions to creating resilient socio-technical systems: see, for example, Roberts (1990); Weick & Sutcliffe (2007); and Reason (2008). The results from these studies indicate that there is no traditional, “pure” engineering approach that is suitable for ultra-large-scale systems. Multi-disciplinary approaches, that integrate the social with the technical, need to be developed: so-called socio-technical systems engineering.

But what does this academic literature on the study of technology failures offer to teach us about the events of May 6th, 2010?

Of course, the Flash Crash was by no means the first failure in a major financial market. As anyone reading this paper must surely be aware, in July 2007 the investment bank Bear Stearns was the first in what turned out to be a sequence of major financial institutions to signal that it had suffered significant losses on subprime hedge funds, triggering a sudden dramatic reassessment of counterparty risk in most major financial institutions around the world which led, inter alia, to the UK’s Northern Rock consumer bank being the first to suffer a full-scale public bank run in 150 years; and to the US government bailing out insurance giant AIG, mortgage providers Freddie Mac and Fannie Mae, and yet famously not extending a lifeline to Lehman Brothers, which turned out not to be too big to fail, and duly went bust.

Taking a longer historical perspective, the crisis of 2007-08 was just one in a sequence that stretches back through the collapse of the LTCM hedge-fund in 1998; the “black Monday” crash of October 1987; the US savings-and-loan crisis of the mid-1980’s; the Wall Street Crash of October 1929; the South-Sea Bubble of the 1720s; and the Tulip Mania of the 1630s.

This history of financial crises has been documented in a popular text by Kindleberger (2001), and with more academic rigour by Gorton (2010). The events of 2007-08 have been recounted from a number of journalistic perspectives, of which Lewis’s (2010) and Tett’s (2009) are notably thorough and well written. Tett’s perspective is particularly insightful: she is a senior executive journalist for the Financial Times but has a PhD in social anthropology, and this clearly influences her analysis. Tett was one of the few journalists to warn of the impending crisis before it came to pass, and notes various events that are clear instances of normalization of deviance. Lewis’s brilliant book tells the story of the few individuals who recognized that deviance, and bet on the markets failing. For more scholarly, academic, studies of the sociology of the financial markets, see the works of Edinburgh sociologist Donald MacKenzie and his colleagues (MacKenzie 2008a, 2008b; MacKenzie et al. 2008), although all of those pre-date the turmoil of the subprime crisis.

One significant difference between previous financial crises and the Flash Crash is the speed at which they played out. In the past quarter of a century, financial-market
trading has shifted from being a largely human, face-to-face activity, to being phone-and-screen-based rather than face-to-face, but still largely requiring a human at each end of the phone or screen. But within the past decade a fundamental technology-led shift has occurred. Increasingly, the counterparties at either end of the trade, at each end of the telecoms cable, are pieces of software rather than humans. Algorithmic trading systems are increasingly trusted to do trading jobs that were previously done by human traders, and to do jobs that would require super-human data-integration abilities in a person. As was seen on May 6th, the system-wide interaction between multiple independently-engineered, independently operated, and independently managed automated trading systems had at least one unknown catastrophic failure mode. A major proportion of traders in the markets are still human, but to understand today’s markets it is necessary to study the interaction of these human traders with their automated counterparts; that is, we need to study the socio-technical system.

The danger that normalization of deviance posed in high-frequency automated trading systems in the global financial markets, and the possibility of major catastrophe happening within very short time-scales, was discussed in a strategic briefing paper written by one of us for the UK Government’s Office of Science, first draft of which was submitted in January 2010 and the final version of which (Cliff, 2010) was submitted to the government nine days before the Flash Crash. Similarly, in the US at least one academic was repeatedly warning the SEC of the likelihood of a Flash Crash type of event in the year running up to May 6th 2010 (Angel, 2009a, 2009b, 2009c; Angel et al., 2010; Angel 2010a, 2010b).

We think it is reasonable to argue that the Flash Crash was, at least in part, a result of normalization of deviance. For many years, long before May 6th 2010, concerns about systemic effects of rapid increases in the price volatility of various instruments had led several exchanges to implement “circuit breaker” rules, requiring that trading in a security be suspended for some period of time if the price of that security moved by more than some percentage within a sufficiently short time-period. For instance, the London Stock Exchange first adopted circuit-breakers, now known there as Automated Execution Suspension Periods (AESP s) and Price Monitoring Extensions (PMEs), shortly after the 1987 Black Monday crash; and Chi-X Europe enforces “order-entry controls” that prevent orders being entered that are more than 20% away from the current price (Flinders, 2007; Grant, 2010). In response to the Flash Crash, the USA’s SEC has now enforced similar mechanisms in the US markets with the aim of preventing such an event re-occurring. In fact the move toward introducing circuit-breakers in the US pre-dates the Flash Crash by more than two years: it had been proposed in an influential report on the sub-prime crisis from the Institute of International Finance (IIF, 2008) but seems to have been actively resisted until the events of May 2010. Thus, it seems plausible to argue that before the Flash Crash occurred there had been some significant degree of normalization of deviance: high-speed changes in the prices of equities had been observed, market participants were well aware that that could lead to a high speed crash, but these warning signals were ignored and the introduction of safety measures that could have prevented them was resisted.

---

10 The history of the spread of technology innovations in the financial markets, and some likely future developments, are discussed in a recent review by Cliff, Brown, & Treleaven (2011).
Moreover, it could plausibly be argued that normalization of deviance has continued to take place in the markets since the Flash Crash. The SEC’s introduction of circuit breakers seems to have been offered, and largely accepted, as the one necessary solution for preventing another similar event; and (so the story goes) all is now well. We are told that adding circuit breakers firmly shuts the stable door. Admittedly, this was done only after the Flash Crash horse had bolted, but at least the door is now shut.

Now, for sure, the introduction of circuit breakers means that the US markets today are not the same markets as they were on May 6th 2010. With circuit breakers added, those markets, and the other markets around the world that they are coupled to (i.e., the entire global financial market system) should be in a new dynamic regime – that is, their market dynamics are different now. But the new dynamics are still not entirely known, and so the new regime is certainly not yet guaranteed to be safe. Despite the circuit breakers, the next Flash Crash could be lurking just around the corner.

There are anecdotal stories that the speed of price fluctuations occurring within the limits of circuit breaker thresholds seems to be increasing in some markets (See, e.g., Blas, 2011); and there is evidence to suggest that another Flash Crash was “dodged” on September 1st 2010, in a similarly bizarre period when quote volumes exceeded even those seen at peak activity on May 6th 2010 (Steiner, 2010), but no official investigation was commissioned to understand that latter event. Furthermore, the circuit-breaker mechanisms in each of the world’s major trading hubs are not harmonized, exposing arbitrage opportunities for exploiting differences; computer and telecoms systems can still fail, or be taken down by enemies of the system, and the systemic effects of those failures may not have been fully thought through.

Of course, the next Flash Crash won’t be exactly the same as the last one, the SEC’s circuit breakers will probably see to that. But there are no guarantees that another event, just as unprecedented, just as severe, and just as fast (or faster) than the Flash Crash cannot happen in future. Normalization of deviance can be a very deep-running, pernicious process. After Challenger, NASA addressed the issue with the SRB O-ring seals, and believed the Shuttle to be safe. That was no help to the crew of Columbia.

Reassurances from regulators that all is now well are likely to sound somewhat hollow for as long as people can remember the near-total failure of the regulatory bodies to have anything useful to say about the subprime crisis until shortly after its severity was clear to even the most casual of observers. Light-touch regulation and its consequence for financial markets in the UK were discussed in the 2009 Turner Review\footnote{http://www.fsa.gov.uk/pubs/other/turner_review.pdf}, and the parallel systemic failure of the economics profession is discussed at length by Colander et al. (2009) and by Bootle (2009). The next market failure may well be a failure of risky technology that, like the Flash Crash, has no clear precedent.

The global financial markets, considered as a single ultra-large-scale super-system, is made up of components, of constituent systems. These constituents include the human traders and their trading procedures; the various electronic exchanges; the automated trading systems operated by the various investment banks and hedge funds; and their associated clearing, settlement and risk-management systems. All of these constituent systems have been developed, procured, operated and managed independently, although for some of them the development and procurement processes were informal, organic.
growth rather than pre-specified projects. That is, the current global financial markets are, from a technology perspective, systems of systems (SoS). We explore the definition of “system of systems” in some detail in Appendix A.2.

A key issue with SoS is that the effects of failure in one or more of the constituents may be contained, or may ripple out in a domino-effect chain reaction, analogous to the crowd-psychology of contagion. Furthermore, SoS are often used in unanticipated circumstances and by unanticipated users. In such situations, the response of the constituent systems may not result in local failure but rather the combined local responses can trigger a global failure: this seems to be what happened in the Flash Crash. In this very definite sense, the global financial markets have become high-consequence socio-technical systems of systems, and with that comes the risk of problems occurring that are simply not anticipated until they occur, by which time it is typically too late, and in which minor crises can escalate to become major catastrophes at timescales too fast for humans to be able to deal with them. The extent to which the SEC/CFTC report attributes cause to a single rushed block-sale as a $4.1bn hedge as the trigger-event in the Flash Crash seems comparable to the way in which the Challenger accident investigation report identified failed SRB O-rings: there is a wider socio-technical perspective that should not be ignored, and which was already being pointed to by some authors prior to the events of May 6th 2010 (Haldane, 2009; Cliff, 2010).

That the global financial markets have become ultra-large-scale complex IT-centric socio-technical systems is perhaps no surprise, given the wider context that IT systems have moved from back-office support (for payroll processing, say) firmly onto the critical path for very many enterprises and organizations, to the point where failure of the IT system can incapacitate an organization. For example, ten years ago a failure of the IT servers in a hospital would not have a major negative effect; whereas in the near future, once all data is digitized at the point of capture and integrated with patient’s historical data before delivery in an appropriate form to a healthcare practitioner, then when a hospital’s servers go down it will cease to be a functioning hospital and instead be a big building full of sick people, with highly trained professionals frantically tapping the touch screens on their PDAs/tablet-computers, wondering where the data went. Similar stories can be told, or are already plausibly foreseeable, in very many private-sector, public-sector, and defence organizations in most industrialized economies.

Most notably, such issues have for some time been a growing, major concern in those areas of systems engineering where system failures can result in hundreds or thousands of fatalities or where, in the limit, system failures pose existential threats to entire nations: the engineering research literature in aerospace, nuclear, and defence systems may well be a source of experiences and new tools and techniques that could be applicable to the financial markets, although it is doubtful that any techniques yet exist that address the unique characteristics of ultra-large-scale systems. The manifestly dire consequences of failure in aerospace, nuclear, and defence systems, and also of course in automotive systems, has led to the development of engineering teaching and practices specific to the development and maintenance of safety-critical, high-integrity systems: a field known as high-integrity systems engineering (HISE), which we briefly review in Appendix A.1 of this document.
So, the concerns expressed here about modern computer-based trading in the global financial markets are really just a detailed instance of a more general story: it seems likely, or at least plausible, that major advanced economies are becoming increasingly reliant on large-scale complex IT systems (LSCITS): the complexity of these LSCITS is increasing rapidly; their socio-economic criticality is also increasing rapidly; our ability to manage them, and to predict their failures before it is too late, may not be keeping up. That is, we may be becoming critically dependent on LSCITS that we simply do not understand and hence are simply not capable of managing. This is something that we illustrate, purely notionally, as a single three-line graph, shown in Figure 1.

We, the authors of this review, each work for major national strategic initiatives intended to address these issues. In the UK, the National Research and Training Initiative in the Science and Engineering of LSCITS was started in 2007 as a strategic investment with the primary aim being to foster the formation of a new community of researchers and practitioners with the training and experience appropriate for dealing with future software-intensive systems engineering dominated by LSCITS issues (Cliff et al. 2006). At pretty much exactly the same time as the UK LSCITS Initiative was being planned and set up, entirely independently, in the USA the US Army

![Fig. 1. The Complexity Crossover Crisis. The complexity of information and communications technology (ICT) socio-technical systems of systems (SoS) has increased dramatically since ICT was first commercialized in the 1950s, and in recent years the socio-economic criticality of ICT SoS has also sharply increased, as very many enterprises and organizations in advanced economies have become dependent on the availability of ICT functionality as a key component on the critical paths of their operations. Over the same period, there is increasing concern (and growing evidence) that our ability to manage and predict the behavior of these critical ICT SoS is not increasing at the same pace, and so at some point in time there is the potential for crisis, where major socio-economic systems are critically dependent on ICT SoS whose complexity is beyond that which we can manage. We are deliberately non-committal on the precise timing of this crossover point: for some companies or industrial sectors it could be a decade or more away, for others it could have happened already.](image-url)
commissioned a team of world-class researchers led by the Software Engineering Institute (SEI) at Carnegie Mellon University to conduct a study of ultra-large-scale systems software. The study resulted in a major report that argued the necessity for the USA to invest in ultra-large-scale systems engineering research, to safeguard its international dominance in information systems; this authoritative report marked the first major output from the SEI Ultra-Large-Scale (ULS) Systems Project (Northrop et al., 2006). For a brief overview of the ULS Systems project, the UK LSCITS Initiative, and other related projects, see Goth (2008).

3 Where Next for the Financial Markets?

One criticism that is sometimes leveled at the academic study of technology failures is that there is perhaps a tendency to be wise after the event. That is, a large amount of the work is descriptive (saying what happened) but not sufficiently predictive (saying what could happen next) or prescriptive (saying what should be done differently in future, to predict or prevent such failures from re-occurring).

One possible approach, which side-steps the need for specific predictions, is to accept that technology failures are simply to be expected every now and again as part of the Darwinian arms-race dynamics at the leading edge of technology-dependent institutions, comparable to natural “failures” such as the species-extinctions that occur relatively routinely in biological ecosystems, when viewed over evolutionary timescales, and which also seem to follow a power-law distribution (small failures being common, big failures being rare: see e.g. Ormerod, 2006). Such a perspective may be well-aligned with the new schools of thought in economics and the study of technology innovation that are influenced by complexity science and autopoeisis (e.g. Ormerod, 1998; Blume & Durlaf, 2005; Beinhocker, 2007; Arthur, 2009), but taking a Darwinian, laissez-faire, “stuff happens” approach isn’t particularly helpful in the quest for new engineering practices, for predictive and preventative tools and techniques.

Recently, there has been growing recognition within the engineering community that the engineering of systems in which failures are expected, and where the systems are resilient to those failures, may require a fundamental reassessment of established engineering teaching (see, e.g., Hollnagel et al. 2006). Similar views have also been expressed, earlier, in the business administration literature dealing with the management of large-scale technology-driven projects (Collingridge, 1992). It seems reasonable to suggest that changes are necessary both in engineering practices, and in the coordination, incentivization, and management of projects, for all LSCITS including those underlying the global financial markets. But such changes are likely to take time, and while we wait for them to take effect it would be good to have a viable near-term strategy, one that would potentially offer major payoff within five to seven years (seven years is long enough to achieve quite a lot, given enough resources: the US Apollo programme took seven years, from John F. Kennedy’s famous speech to Neil Armstrong’s famous small step.) In the following pages, we outline one such strategy. It will require national-scale investment, to create a national-scale strategic resource (or, perhaps, international collaboration to create a shared multinational resource, rather like the CERN Large Hadron Collider or the European Space Agency’s Ariane space rocket).
The proposed strategy is simple enough to state: build a predictive computer simulation of the global financial markets, as a national-scale or multinational-scale resource for assessing systemic risk. Use this simulation to explore the “operational envelope” of the current state of the markets, as a hypothesis generator, searching for scenarios and failure modes such as those witnessed in the Flash Crash, identifying the potential risks before they become reality. Such a simulator could also be used to address issues of regulation and certification. Doing this well will not be easy and will certainly not be cheap, but the significant expense involved can be a help to the project rather than a hindrance.

Explaining and justifying all that was written in that last paragraph will take up the next several pages.

For most engineering and scientific domains, in recent years it has become increasingly commonplace to rely on high-precision computer simulation as a means of studying real-world systems. Such simulations offer the possibility of evaluating the performance of proposed systems that have not yet been physically constructed, and of exploring the response of existing real-world systems to different operating-environment conditions, and to alterations of the system itself, allowing “test-to-destruction” without actually destroying anything. Engineers interested in aerodynamic flows over aeroplanes and cars, or around buildings, or hydrodynamic flows around a ship’s hull, can routinely call upon highly accurate computational fluid dynamics (CFD) models to evaluate these flows in simulation, rather than building physical models to test in wind-tunnels or test-tanks. Almost all silicon chip designs are evaluated in microelectronics circuit-simulators such as SPICE (e.g. Tuinenga, 1988) before the chip-producers make the final (and most expensive) step of committing their design to fabrication. Fissile nuclear reactions can be simulated with sufficient accuracy that designs for nuclear power stations, and for nuclear weapons, can be evaluated in simulation without splitting a single atom. In most advanced economies, weather forecasts are produced by national agencies on the basis of detailed sensor readings, and advanced computer simulations, that allow for accurate short-term and medium-term predictions of the future. Similar stories can be told in computational drug design, computational systems biology, and so on. Advocates of the use of predictive computer simulations in science and engineering have argued that this approach now represents a well-established third paradigm within science, in addition to the two long-established paradigms of empirical observation and theoretical modeling/generalization (see e.g. Gray, 2009, p.xviii).12

It’s important to be clear about the nature of the predictive simulation models that we are advocating here. Meteorological simulations are predictive in the sense that they make weather-forecasts, specific projections about the likely future state or states that the real-world weather system may find itself in; that is, they say what is about to happen, or what would be likely to happen under specific circumstances. This is the most familiar practical use of simulation modeling. But there is a second use to which simulation modeling can be put: simulating a model of some system allows the model itself to be explored; in this sense, the model is an embodiment, an implementation in computer-code, of a theory of how the thing being modeled works. This second type of simulation

---

12 The use of predictive simulations in engineering safety-critical complex systems-of-systems is discussed further in Appendix A.4.
modeling often starts out as essentially exploratory, with the intention of delivering explanatory insights that would otherwise have been difficult or impossible to come by.

One illustrative example of this kind of simulation-as-explanation is Schelling’s (1971) model of racial segregation, where a very simple iterative process (i.e., an algorithm) operating on black or white markers positioned on a grid of square cells arranged chessboard-like over a two-dimensional space (i.e., an abstract model of the real world) was used to explore and explain how groups of people expressing only very weak preferences for wanting to live near to neighbours of the same race could lead over time to total segregation with large spatial clusters all of one race or the other. That is, the Schelling model, when simulated, showed in its dynamics an emergent behavior at the system-level that was unexpected and difficult to predict from mere inspection of the set of rules that the simulated people (the “agents” in the model) were specified to follow; Schelling was subsequently awarded the 2005 Nobel Memorial Prize in Economic Sciences. For a recent collection surveying such exploratory and explanatory simulation modeling in social sciences research, an approach now widely known as agent-based modeling, see Epstein (2007); and for a review of foundational work in agent-based computational finance, see LeBaron (2000).

Of course, computational simulations are currently also routinely used by financial institutions: Monte-Carlo techniques are used to solve and explore options-pricing models, to evaluate value at risk, to back-test trading algorithms on historical data, and to perform stress-tests on individual financial instruments or on portfolios of such instruments. But historically it has been much less commonplace to simulate entire markets at a fine-grained level to study issues in overall system behaviour in an exploratory fashion.

In an excellent book, Darley & Outkin (1997) give a detailed description of how they used complex adaptive systems (CAS) agent-based simulation-modeling techniques to explore the consequences of the Nasdaq exchange’s move from quoting prices expressed as multiples of sixteenths of a dollar to fully decimalized prices, expressed as multiples of one hundredth of a dollar (i.e., as dollars and cents). In the language of the markets, this was exploring the effects of a reduction in the Nasdaq “tick size” from $0.0625 to $0.01. Nasdaq had previously changed its tick-size from $1/8th to $1/16th in 1997, and there was evidence to suggest that at the same time there had been a change of strategies among the market participants trading on Nasdaq. Nasdaq commissioned Darley & Outkin to construct a detailed simulation model to evaluate possible effects of changing the tick-size to $0.01, in advance of the actual decimalization which was completed in April 2001; that is, Darley & Outkin were dealing in predictions, not postdictions. Darley & Outkin’s book recounting this predictive-simulation CAS work was published several years later. In it, they state:

“While building the simulated model of the market, we interacted extensively with many market participants: market-makers, brokers, traders, large investors, etc. We found this interaction invaluable – as a source of information in particular on often subtle details of market operations, as a venue for verifying our assumptions and simulations

---

13 The definition of a “complex adaptive system” is explored in more depth in Appendix A.3.
results, and at times as a source of constructive criticism. One
conversation with a market maker still stays clear in our minds. He was
supportive, but skeptical. The core of his skepticism lay in this question:
how one can model the fear and greed often ruling the market behavior?
This is a valid point: while fear and greed affect markets immensely, as
has been time and again demonstrated by numerous booms and busts,
understanding of underlying individual and mass psychology is lacking.

“In our approach we address this problem by explicitly modeling
strategies of individual market participants, by allowing those strategies to
evolve over time due to individual learning or evolutionary selection, and
by allowing to [sic] investigate various what-if scenarios by using user-
deefined strategies.”
(Darley & Outkin, 1997, pp.5-6)

Darley & Outkin report that the results from their CAS simulations led them to make
six substantive predictions before decimalization was enacted, and that events
subsequent to the actual decimalization largely supported all of those predictions,
except one (concerning the upper bound on the increase in trading volume, which had
not yet been reached by the time that Darley & Outkin published their book).

Darley & Outkin’s book describes a simulation model of one specific real-world
exchange, and was the first to do so in such detail. For other studies of using CAS
simulation-modeling techniques to explore how the collective behaviour of individual
trader-agents can give rise to certain market-level phenomena, see e.g. Palmer et al.,
1994; Cliff & Bruten, 1999; LeBaron, 1999; Levy et al., 2000; and Tesfatsion & Judd,
2006.

Given the success of Darley & Outkin’s work, which is now over a decade old, it
seems entirely plausible to propose that a similar complex-adaptive-systems,
evolutionary agent-based, predictive simulation model could be constructed to assess
the dynamics and behavior of individual financial markets, or indeed of the entire
global financial market system. Obviously, it would be a major endeavour to create
such a model, requiring national-scale levels of investment and ongoing funding to
provide appropriate resources of human capital and computing power.

Nevertheless, there is an obvious precedent in most advanced economies: very
many countries fund, as a national utility, a meteorological agency such as the UK’s
Met Office. Combining real-time sensor data from satellites and ground-based
observation stations with historical data and advanced, highly compute-intensive,
predictive simulation models, the Met Office is able to give accurate near-term
weather forecasts with a high spatial precision.

The famously chaotic nature of weather systems (Lorenz, 1963) means that accurate
longer-term predictions remain more problematic, and the same is very likely to be true
of long-term predictive models of the financial markets, but there is a well-established
technique used in meteorological forecasting that should also be of use modeling the
markets: so-called ensemble forecasting, where the same model is re-run many
hundreds or thousands of times, with each fresh run having minor variations in the
initial conditions, and/or a different sequence of random numbers generated in the
modeling of stochastic factors (see, e.g., Smith, 1995, 2002). From a thousand runs

14 http://www.metoffice.gov.uk
(say) of a model aimed at predicting the weather 48 hours into the future, it may be that 243 of the simulations show snowfall on a particular area, 429 show rain, and the rest predict no precipitation; with these results, the forecast for two day’s time would be a 24% chance of snow, a 43% chance of rain, and a 33% chance of it staying dry. In this sense then, the forecast is a probability function over the space of possible outcomes. Here we have only three mutually exclusive outcomes; a more sophisticated model might give a probability density function (PDF) over the space of possible precipitation levels measured to the nearest millimeter per unit of area, and also a separate PDF over the space of possible ambient temperatures, measured to the nearest degree Celsius; taken together, the two PDFs would form a prediction of whether water would fall from the sky, and whether it would fall as rain or as snow.

So, the chaotic nature of financial markets is not necessarily an impediment to the development of predictive simulation models, so long as sufficient computing resources are made available to allow for ensemble forecasting. In fact, it is likely that the real value of the ensemble forecasting work would be in running very many simulations (perhaps tens or hundreds of thousands or more) in the search for those extremely rare but devastatingly problematic combinations of circumstances that have become widely known as Black Swan events (Taleb, 2007). It seems reasonable to describe the May 6th Flash Crash as a Black Swan event, and maybe the likelihood of such an event could have been predicted in advance, if a suitably detailed simulation model had been available beforehand. Of course the simulation would not have predicted that the crash would occur on May 6th, and would probably not have identified the precise trigger event. But it does seem entirely reasonable to argue that an appropriate model may have identified in advance the existence of a nonzero probability that if a certain type of order is executed in sufficiently large volume with certain (lack of) constraints on its execution pattern, that order could interact with the existing population of traders (both human and machine) to cause a “hot-potato” dynamic leading to a sudden, largely irrational, mass sell-off, exposing stub-quote values as reference prices, and leading major exchange-operators to declare self-help against each other, which is the current official story (CFTC & SEC, 2010a,b).

The possibility of such a sequence of events does not seem to have been much discussed prior to May 6th; perhaps if an appropriate national-level or international-level modeling facility had been operational, people would have been aware of the latent risk. Central government treasury departments in most economies have for many years (since before the advent of electronic computers) run large-scale macro-economic models for forecasting, but as far as we are aware there are no mature models used to understand and predict issues of systemic risk in the financial markets. Such a systemic-risk market simulator system could also be used for training market practitioners and regulators in dealing with rare but extreme situations, in much the same way as civil and combat aeroplane pilots are trained to deal with various rare but serious aircraft system failures by flying many hours of simulator practice, so that in the unlikely event of such a failure occurring on a real flight, the pilot can rely on her lessons learned and experience gained in the simulator. The rescue of Apollo 13 owed an awful lot to the availability of accurate simulation models (physical electromechanical ones rather than purely virtual computer simulations) at NASA Mission Control. The simulators had been developed to train the astronauts in dealing with various mid-mission failure situations, including using the Lunar Excursion Module.
as a “lifeboat”, as was necessary on Apollo 13; after the explosion on Apollo 13 the simulators also became the test-bed for evaluating novel procedures necessary to keep the crew safe and the crippled ship on its return course.

Simulation models used in complex systems engineering are typically not intended for training humans within the socio-technical system being simulated; rather, any human agents within the real system are also simulated in the model of that system. Nevertheless, the use of simulation models as scientific evaluation and training tools for humans dealing with unusual complex situations has a long history: see, e.g., Sloan (1981) and Dorner (1990, 1997), yet there is currently very little in the way of comparable use of personnel training/evaluation simulators in the financial markets. Trainee traders typically learn the ropes by running “dummy” accounts, keeping a record of trades that they would have made, but did not actually execute, so that any losses are merely on paper; this can be done using live market data, and trading strategies can also be back-tested on historical data. A notably more sophisticated simulator, integrating real-time price feeds, was developed in a collaboration between the University of Pennsylvania and Lehman Brothers, the Penn-Lehman Automated Trading project, described by Kearns & Ortiz (2003).

While techniques such as these work well as training for situations where the trader’s activity has no immediate effect on the prices of the securities being traded, they cannot readily model market impact, where the mere act of revealing the intent to buy or sell a large quantity of a security means that other traders in that security (potential counterparties to the trade) alter their prices before the transaction occurs, in anticipation of the change in price that would otherwise result after the transaction has executed. Furthermore, simulators based on regurgitating historical data offer essentially nothing toward understanding the current or future overall system-level dynamics of the system: they can tell you what happened, but not what might happen next, nor what might have happened instead. Simulators for evaluating trading strategies on historical data are sometimes referred to as financial-market “wind-tunnels” (e.g. Galas et al., 2010). A financial-market wind-tunnel is certainly useful in refining the dynamics of an individual trading strategy, in much the same way as a traditional engineer’s wind tunnel is useful in refining the aerodynamics of a new aeroplane or car. But financial-market wind-tunnel simulators are of zero help in understanding systemic issues such as financial stability, for much the same reason that an aerodynamicist’s wind tunnel can tell you nothing about system-level phenomena such as traffic congestion in a city’s street, nor air safety in a nation’s skies.

More fancifully, it may also be worth exploring the use of advanced simulation facilities to allow regulatory bodies to act as “certification authorities”, running new trading algorithms in the system-simulator to assess their likely impact on overall systemic behavior before allowing the owner/developer of the algorithm to run it “live” in the real-world markets. Certification by regulatory authorities is routine in certain industries, such as nuclear power or aeronautical engineering. We currently have certification processes for aircraft in an attempt to prevent air-crashes, and for automobiles in an attempt to ensure that road-safety standards and air-pollution constraints are met, but we have no trading-technology certification processes aimed at preventing financial crashes. In the future, this may come to seem curious.
We’re not arguing here that predictive simulation models are a “silver bullet”, an easily achievable panacea to the problem of assessing systemic risk and identifying black-swan failure modes: developing and maintaining such models would be difficult, and would require a major research investment. It seems very likely that quantitative analytical techniques such as probabilistic risk assessment (see e.g. Stamatelatos et al., 2002a, 2002b; Dezfuli et al., 2009; Hubbard, 2009) and probabilistic model-checking (e.g. Calinescu & Kwiatkowska, 2010; Calinescu, Kikuchi, & Kwiatkowska, 2010) would also need to be involved, in sufficiently extended forms, to help constrain the (otherwise impossibly vast) space of possible situations and interactions that would need to be explored by the simulations.

While there is no shortage of challenges in simulating the technical entities in socio-technical systems, simulating the social entities is almost always even more problematic, and this is something that doesn’t have to be addressed by meteorological forecasting systems. Whether individual human agents, or groups of humans operating and interacting as teams or large organizations, the social entities in a socio-technical system are frequently present in virtue of the fact that they are needed to perform roles and discharge responsibilities with levels of flexibility, adaptability, and subtleness that are beyond the capability of automated systems. Modelling those kind of issues certainly presents a large number of deep technical challenges, and it is fair to say that the representations of social entities in many HISE models are often quite primitive: simple probabilistic models of humans switching from “safe” to “error” status are not uncommon. More sophisticated nondeterministic behavioural models such those based on Markov chains (e.g. Haccou & Meels, 1994; Benveniste et al., 2003), and computational implementations of models of behaviour and motivation from the ethology literature (such as Lorenz’s well-known hydraulic model explained in his 1966 book On Aggression) have all been explored in the research field that studies mechanisms for the generation or simulation of adaptive behaviour in animals (including humans) and synthetic agents, including those that are needed to model human ingenuity and adaptivity in predictive simulation models. One of the biggest drivers for this research is the need for creating believable synthetic agents in virtual environments such as computer games, yet the work presents deep challenges and is also directly relevant to simulations of real-world scenarios for training and evaluation purposes (so-called “serious games”)15: see, e.g., Blumberg, 1996; Ivanov, 2002; Tomlinson & Blumberg, 2002; Horswill 2009. In some limited domains, for instance the modeling of emergency egress by crowds of humans from stricken structures (such as burning buildings or sinking ships), where there is reasonable data for how humans do behave in such circumstances, such

15 See, for example, the Serious Games Institute at http://www.seriousgamesinstitute.co.uk, the Serious Games Initiative at http://www.seriousgames.org/, and the various research outputs from FutureLab on Games and Learning, Serious Games in Education, Game-Based Experience in Learning, and Teaching with Games, all available at http://www.futurelab.org.uk/projects/. An extensive report on the use of serious games in military education and training was produced by Caspian Learning for the UK Ministry of Defence: http://www.caspianlearning.co.uk/MoD_Defence_Academy_Serious_games_Report_04.11.08.pdf.
models have proven to be genuinely insightful (see, e.g., Johnson, 2005, 2006, 2008; Johnson & Nilsen-Nygaard, 2008).

The significant cost of constructing and operating such a simulation facility could possibly be met from the public purse via general taxation, or could perhaps be funded by direct contributions from the major financial corporations (banks, fund-management companies, exchange operators, insurers, etc.) operating in a particular country or group of countries. If funded as a public-sector project, it would of course be necessary to recognize that in addition to the significant technical challenges, the establishment of such a simulator facility also present significant budgetary challenges and the entire endeavour would need to stand up to a thorough cost-benefit analysis: this is an issue expanded upon by Bullock (2011).

However, it is not the case that the only way of building or running such a simulation facility is via public-sector financing. It is possible that a group of financial institutions could collaborate on, and co-fund, the necessary capital expenditure at start-up and ongoing operational costs. A UK precedent for this, albeit in a different industry sector, is the independent non-profit company CFMS Ltd that is jointly owned and operated by founding partners Airbus, BAE Systems, Frazer-Nash Consultancy, MBDA UK, Rolls-Royce, and Williams Formula 1 Engineering. CFMS exists to advance the theory and practice of simulation-based design processes, and has invested in its own high-performance computing facilities available in its Advanced Simulation Research Centre (ASRC). Given the importance of aerodynamics to many of the founding partners, there is a focus on computational fluid dynamics modeling in CFMS/ASRC, which is of no direct relevance to the world of finance. Nevertheless, the success of CFMS and ASRC shows that independent companies can indeed come together to co-found and co-run shared facilities as an investment in pre-competitive research and development capability.

If a major simulation facility was constructed, revenue could be generated from levying charges for anyone wanting access to it, and also possibly from using it as a training or certification facility. The potentially massive cost involved is not necessarily a disincentive: if the simulator was constructed on a minimal budget of (say) several hundred thousand pounds, it would be reasonably easy for financial corporations such as a hedge funds or investment banks to fund their own rival internal projects, probably much better-resourced, which would then detract from the public-good shared-utility nature of what is proposed here.

But, if the national-level simulator was funded by tens or hundreds of millions of pounds (and assuming that these pounds were spent wisely) then it is plausible that it would be so well resourced, and hence so much more detailed and/or accurate, that no private corporation could reasonably hope to compete with it, then all private corporations reliant on its results would have an incentive to contribute to the running costs, and the intellectual content, of the simulator facility as a common good. The facility would then be a pre-competitive shared resource: all contributing corporations would have access to details of its design and construction, and all would have access to its facilities for running experiments. Corporations would nevertheless be free to

16 See also http://www.massivesoftware.com/real-world-simulation-gallery/.
17 See www.cfms.org.uk
compete on the basis of what questions they ask of the simulator (details of each corporation’s specific experiments could be kept confidential), and in how they then use the results from their experiments.

Of course the counterargument to developing a single utility facility is that this would concentrate risk: if the one national simulator is wrong, and everyone is using results from that simulator, then everyone’s expectations or predictions are wrong at the same time. This is also manifestly true of national weather-system simulator facilities, and there is no shortage of examples of entire nations being taken by surprise when their state-funded monopoly weather-forecasting services got it wrong.18

One approach to mitigating this risk may be to enforce so-called “n-plex redundancy”, as is common in the design of controllers for aerospace and defence systems, where the same control-system functionality is implemented by n multiple parallel systems, each designed and implemented by different independent suppliers, often constrained to not use the same core technologies (such as particular processor chips, programming languages and compilers, third-party suppliers, etc). The rationale for such an approach is that, while each of the n redundant systems may have one or more failure modes, the likelihood of all n systems having the same (or overlapping) vulnerabilities is greatly reduced by the active prevention of them sharing common components and/or development paths. Thus, so the argument goes, while one or more of the individual systems may fail from time to time, the remaining parallel redundant systems will most probably remain operational, and thereby coherent control will be maintained. So, maybe the best approach is for a national agency to commission some small number n of competing predictive simulation models, adopting or guided by the principle of n-plex redundancy, in the hope that the collective indications from the suite of n independent simulations can be trusted more than the lone voice of a single model.

A more thorny issue is the effect of the feedback loop from the model(s) back to the market systems being modeled. Results from a predictive simulation model of the weather do not actually alter the weather, but results from a market simulation may have a significant effect on the subsequent behavior of agents within the real-world markets that the simulator is a model of. There is prior evidence of self-fulfilling prophecies driving market dynamics, such as the theory that market activity is somehow affected by the number of sunspots. There is no a priori causal mechanistic explanation for why sunspots might affect market activity, but someone once proposed that there was at least a correlation between sunspot numbers and markets rising or falling; all that was then required was for enough people to believe in the correlation and to allow that belief to alter their trading activity in the markets. This

---

18 On October 15th, 1987, a UK Met Office forecaster reassured viewers on the BBC prime-time evening weather broadcast that there was not a hurricane coming, in an attempt to quell earlier speculation. Later that night the south of England was hit by the worst hurricane-force windstorm for over 250 years, with speeds gusting to 120mph for several hours, causing huge amounts of damage and unprecedented levels of disruption for days afterwards. Other nations’ meteorological forecasting services on mainland Europe, using different monitoring and prediction models, had given more accurate forecasts of the windy weather that night.
shared belief then became the causal link: if enough people are counting sunspots and using that to drive their market behaviour, then an increase in the number of sunspots will indeed affect the market in the manner that was “predicted” by their belief, thereby reinforcing the conviction of those who already hold the belief and helping to convert non-believers. The causal feedback loop from predictive simulations back to the real-world markets is something that will need to be handled well, but it is not necessarily a problem: the feedback could have a positive effect, dampening unwelcome dynamics.

To conclude, we observe that there is an old saying: “if it ain’t broke, don’t fix it”. This is certainly wise guidance in very many situations. But it is important to remember that for some systems, when they do actually break, they go so catastrophically wrong so superhumanly fast that the safest option for such a system really is to fix it while it ain’t broke, because that is the only decent chance you’ll get. This is the case for many large-scale complex IT systems (LSCITS). Ensemble forecasting via n-plex redundant predictive simulation models is not cheap, is not easy, and is certainly far from perfect, but it may just be the best option currently available.\textsuperscript{19}

The novelty of this proposal can perhaps be judged by the fact that the most recent comprehensive UK industry-focused review examining mechanisms for achieving supervisory control of systemic risk (Bonisch & Di Giammarino, 2010) mentions predictive simulation modeling only obliquely, in passing; but that same report also mentions the Flash Crash only once, in passing, too, as if such a manifestly deviant event was already normalized.

Nevertheless, we are certainly not the only people to be making such proposals: see, e.g. (Farmer & Foley 2009; Economist, 2010; Harford, 2011; Salmon, 2011), and the UK Government Office for Science’s recent Foresight project exploring the future of computer trading in the financial markets has commissioned two excellent reviews that discuss aspects of the idea in more detail: see Bullock (2011) and Farmer & Skouras (2011). The UK already has significant investments in university research centres that could make valuable contributions to this approach.\textsuperscript{20}

In his April 2009 speech Rethinking the Financial Sector, Andy Haldane, Executive Director for Financial Stability at the Bank of England, argued that three steps were necessary to safeguard against another series of events like the 2007/08 subprime crisis: all three steps deal with the global network of interacting financial institutions. Haldane’s argument was that we should work first to map that network; then take steps to better manage and regulate the existing network; and then explore useful ways in which the network could be restructured or otherwise modified. We contend that all three of these steps (map, manage, & modify) could, and in fact should, be performed

\textsuperscript{19} In the interests of balance, for recent counterarguments to the use of simulation models, see Turkle (2009).

\textsuperscript{20} Major UK academic research centres that could be involved include: the Bristol Centre for Complexity Science (http://bccs.bristol.ac.uk); the Bristol/Bath Systems Engineering Centre (www.bristol.ac.uk/eng-systems-centre/); the Southampton Institute for Complex Systems Simulation (www.icss.soton.ac.uk); the UCL PhD Centre for Financial Computing (http://fc.cs.ucl.ac.uk/phd-centre); the York Centre for Complex Systems Analysis (www.yccsa.org); and the UK Large-Scale Complex IT Systems Initiative (www.lscits.org).
via an appropriate simulation-model-based engineering approach: creating and maintaining the model would be Haldane’s mapping exercise; once operational, the effects of different regulatory actions, and any potential restructuring of the financial network could be explored and evaluated in the model too.

4 Summary

The Flash Crash of May 6th 2010 was a sudden and dramatic failure in a ultra-large-scale software-intensive socio-technical system (the US financial markets) with prices running wild at a speed and magnitude of volatility that were without historical precedent. The fact that there was not major lasting damage to the global financial markets is perhaps more due to luck than judgement: if the down-spike in the Flash Crash had occurred five minutes before market close in New York, it’s plausible that could have triggered a contagious global sell-off that then went on to wrap around the world.

Yet from a broader perspective it is clear that the Flash Crash was just one more in a sequence of failures of risky technology, and quite plausibly such an event was made more likely via a prior process of financial-market practitioners becoming increasingly tolerant of unexpected events, previously thought to be unacceptable, not resulting in disasters: that is, via a process of normalization of deviance.

The problems posed by attempting to engineer and manage reliable ultra-large-scale complex adaptive socio-technical systems of systems are becoming ever more clear, but further research is needed to develop appropriate tools and techniques. System-of-systems issues of scaling, normal failure, heterogeneity via organic growth, and emergent behavior all have to be addressed. Parallel running of multiple redundant predictive simulation models is one approach that may now be applicable for assessing and controlling systemic risk in the financial markets.

The engineering of LSCITS and ULS socio-technical ecosystem system-of-systems is in its infancy: it has significant differences from traditional engineering of smaller-scale systems, and developing rigorous trusted approaches may turn out to be a long haul. The UK’s LSCITS Initiative and the USA’s Ultra-Large-Scale (ULS) Systems Initiative are each articulations of national strategic concerns. Both represent a sizeable step toward developing a new community of practitioners and researchers who are conversant with all the necessary subfields that can contribute to addressing issues in the science and engineering of such systems, forming those communities of practice will take several years of sustained investment. Without doubt this is not merely responding to a national need but an international one. We, the authors of this report, welcome any researchers, practitioners, regulators, policy-makers or sponsors who would like to become involved in the LSCITS and/or the ULS Systems initiatives. The intellectual challenges are significant, but not insurmountable; the potential societal savings are massive, and the scale is truly global.
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Appendix: High-Integrity Large-Scale Complex Ecosystems

In this Appendix we take a quick tour through the concepts and approaches from current systems engineering that are relevant to the discussion just presented, but for which going into detailed explanation or definition would have been a distracting diversion from the flow of our argument. In sequence, here we briefly review high-integrity approaches to systems engineering (Appendix A.1); the definitions of Systems-of-Systems (A.2) and Complex Adaptive Systems (A.3); and then selected current leading-edge approaches to the high-integrity engineering of complex adaptive systems-of-systems (A.4).

A.1 High-Integrity Systems Engineering

High-integrity engineering techniques for safety-critical systems have a long heritage, and it’s simply beyond the scope of this document to provide a comprehensive review of all the relevant background literature; for detailed surveys, see the review chapters in the recent PhD theses by Alexander (2007, pp.29-55), Despotou (2007, pp.41-76), and Hall-May (2007, pp.33-72).

It is commonplace in real-world engineering situations to be dealing with systems that simply cannot be guaranteed to be absolutely safe because key components in the system are known not to be absolutely reliable. If one of the key components is known to be 99.99999% reliable, that is an admission that there is a 0.00001% chance of failure; if failure of that component compromises the safety of the overall system, then there is a risk (small, but nonzero) that the system will become unsafe. Safety engineering has developed techniques for estimating the causal chains of events leading to failure, the attendant risks of failure, the effects of failure, and for reducing those risks and limiting their effects; in this sense then, risk and reliability are two sides of the same coin.

One of the earliest forms of risk and reliability assessment method, developed in the 1960’s US aerospace and missile programs, is fault-tree analysis (FTA). FTA operates by the engineer first identifying “basic events” such as a fuse blowing or a relay-switch failing to open. Significant combinations of these basic events are then aggregated into a graph structure much like a family tree: compound events are formed via “gate” nodes that link basic events. It may be that basic events E1 and E2 and E3 all have to occur for a particular output fault F1 to occur: on the graph the event nodes E1, E2, and E3 would be shown as “daughters” of F1, with F1 denoted as an “and” gate. Other types of gate include: “or” (any one or more of the daughters triggers the compound fault);“combination” (the compound fault is triggered by any $n$
or more of the daughters occurring, for \( n \geq 1 \); “exclusive or” (exactly one daughter will act as the trigger); “priority and” (the daughter events have to all occur in a specific sequence); and “inhibit” (the daughter event occurs as the same time as some enabling condition). The daughter nodes of a compound event are not required to be basic events: they can be other compound events, and so it is possible to construct deep trees showing how basic events, combinations of basic events, and combinations of those combinations, can each combine to contribute to particular faults or failures in the system under analysis. Fault-tree analysis distinguishes between failure effects (such as a switch failing to make contact), failure modes (such as the switch’s contacts being broken, or the contacts having a very high resistance), and failure mechanisms by which those modes may come about (such as high resistance on the switch contacts being caused by corrosion of the contact surfaces, or by an insulating coating having been spilled onto them); this well-known safety-critical engineering practice is known as Failure Modes and Effects Analysis (FMEA). For further details, see e.g. Stamatelatos et al. (2002b).

FMEA and FTA, as just described, are essentially qualitative, deterministic, approaches. In recent years, there has been a concerted move toward developing quantitative approaches where numeric values represent measures of risk. An obvious, intuitive, risk metric is the probability of failure, and so the field is widely known as probabilistic risk assessment (PRA). Over much the same period, the field of mathematical statistics has undergone something of a revolution in the rapid adoption of the so-called Bayesian approach as an alternative to the long-established, traditional, frequentist approach, and this has been reflected in the PRA literature. For instance, in 2002 NASA published a 323-page guide to PRA procedures for its managers and practitioners (Stamatelatos et al., 2002a) based on traditional frequentist statistics, but then in 2009 it published a new 275-page guide to PRA using Bayesian methods (Dezfuli et al., 2009). Some authors, most notably Hubbard (2009), have argued forcefully that PRA should be the only game in town, but PRA is not without its critics and detractors: see, for example: Parry (1996); Slovik (1999); and Apostolakis (2004).

The opening page of NASA’s 2002 guide to PRA neatly summarises the history of its adoption in that organization:

“Legend has it that early in the Apollo project the question was asked about the probability of successfully sending astronauts to the moon and returning them safely to Earth. A risk, or reliability, calculation of some sort was performed and the result was a very low success probability value. So disappointing was this result that NASA became discouraged from further performing quantitative analyses of risk or reliability until after the Challenger mishap in 1986. Instead, NASA decided to rely on the Failure Modes and Effects Analysis (FMEA) method for system safety assessments. To date, FMEA continues to be required by NASA in all its safety-related projects.

\[21\] Some authors (e.g. Apostolakis, 2004) instead refer to Quantitative Risk Assessment, to cover the possibility that the numerical values being manipulated are not strictly interpretable as probabilities.
“In the meantime, the nuclear industry picked up PRA to assess safety almost as a last resort in defense of its very existence. This analytical method was gradually improved and expanded by experts in the field and has gained momentum and credibility over the past two decades, not only in the nuclear industry, but also in other industries like petrochemical, offshore platforms, and defense. By the time the Challenger accident occurred, PRA had become a useful and respected tool for safety assessment. Because of its logical, systematic, and comprehensive approach, PRA has repeatedly proven capable of uncovering design and operation weaknesses that had escaped even some of the best deterministic safety and engineering experts. This methodology showed that it was very important to examine not only low-probability and high-consequence individual mishap events, but also high-consequence scenarios which can emerge as a result of occurrence of multiple high-probability and nearly benign events. Contrary to common perception, the latter is oftentimes more detrimental to safety than the former.“ (Stamatelatos et al., 2002a, p.1)

NASA’s series of public-domain guides on FTA, frequentist PRA, and Bayesian PRA (Stamatelatos et al., 2002a; Stamatelatos et al., 2002b; Dezfuli et al., 2009, respectively) talk in terms of estimating and assuring system safety/reliability: they do not involve themselves in the distinction between systems, and systems-of-systems (SoS), which was informally introduced earlier. However, for the discussion that follows, we need to take a brief diversion into a more precise definition of what precisely we mean here by “SoS”.

A.2 Systems-of-Systems: Directed, Collaborative, Coalition, and Ecosystem

Probably the most-cited paper in the SoS literature is Maier’s “Architecting Principles for Systems of Systems” (1998), and we will use Maier’s careful definition of a SoS here. Maier proposed two primary characteristics that distinguish a SoS: a system that did not exhibit these two characteristics was, in his terms, not to be considered as a SoS “…regardless of the complexity or geographic distribution of its components.” (Maier 1998, p.271, original emphasis). Maier’s definition reads as follows:

“A system-of-systems is an assemblage of components which individually may be regarded as systems, and which possess two additional properties:

“Operational Independence of the Components: If the system-of-systems is disassembled into its component systems the component systems must be able to usefully operate independently. That is, the components fulfill customer-operator purposes on their own.

“Managerial Independence of the Components: The component systems not only can operate independently, they do operate independently. The component systems are separately acquired and integrated but maintain a continuing operational existence independent of the system-of-systems.”

(Maier, 1998, p.271, original emphasis)
A strict interpretation of Maier’s definition of SoS would argue that the US Space Shuttle, even at one second before launch, is not a system of systems. The Orbiter, its external fuel tank, its left and right SRBs, and the launch-pad and support-tower that they all lift off from, do not have immediate operational independence: that is, they were all intimately designed to work with each other. It might perhaps be argued that with a little tinkering the SRBs could be re-engineered to usefully operate independently (as warhead-carrying long-range missiles, perhaps), but that would be clutching at straws: even if that were true, there is no real sense in which any of the Shuttle’s component systems exhibit Maier’s second property, of managerial independence, and on that basis the Shuttle at launch is simply not an SoS. At launch, each of the shuttle’s component systems is under the collective, coordinated, combined command of NASA (the precise nexus of that command is something that is constructed by the interaction of, and shifts dynamically between, Mission Control on the ground, and the astronauts onboard the Shuttle).

Precisely because of Maier’s definition, earlier in Section 2 of this paper we were careful not to describe the Shuttle as a SoS. Nevertheless, it is clear that the global financial markets network, or even “just” the financial markets operational in one of the major global hubs such as London or New York, satisfy both the operational independence and managerial independence criteria. Maier goes on to note that SoS can be classified as Directed (built and managed to fulfill specific purposes), or Collaborative, or Virtual. His definition of collaborative SoS reads as follows:

“Collaborative systems-of-systems are distinct from directed systems in that the central management organization does not have coercive power to run the system. The component systems must, more or less, voluntarily collaborate to fulfill the agreed upon central purposes.”


In Maier’s terms, a virtual SoS is then a SoS that is neither directed nor collaborative, i.e. it is one for which there is no central management authority, and also no agreed upon central purposes. Maier is explicit that he considers national economies to be virtual SoS; and it seems obvious that in Maier’s terms the global financial markets are also virtual SoS. But classifying the markets as a virtual SoS simply because of their absence of central management and centrally agreed purpose glosses over some important richness in the network of interacting institutions within the financial markets. The markets involve varying numbers of various types of institution (e.g., investment banks, hedge funds, exchange operators, insurers, technology providers). The organizations that participate in the markets (and those that regulate them too) serve different purposes; some of them are in direct competition with other institutions (sometimes in zero-sum terms), others are in collaborative relationships with one or more other institutions; and such institutions come and go over time. Sommerville et al. (2012) have recently coined the term “Coalition of Systems” to describe this class of SoS; before that, Valerdi et al. (2008) referred to “No Single Owner SoS”, and Northrop et al. (2006) coined the term socio-technical ecosystems, to capture the same notion that these SoS can be represented as a web of interacting constituents: in some cases the interactions are collaborative, in others they are competitive, all within the one SoS. It seems unarguable that the technology-enabled global financial markets of today, and in the future, are ecosystem-SoS.
The development of techniques for maintaining and managing high-integrity large-scale ecosystem-SoS is a new and significantly under-researched field. Fewer than five years ago, eight authors from industry and academia co-authored a paper (De Laurentis et al., 2007) calling for an international consortium on SoS engineering to be established, to better understand the problems and solution strategies associated with SoS, yet their conception of a SoS was phrased in terms of “…heterogeneous independently operable systems to achieve a unique purpose” (p.68) – that is, they concentrated on a conception of SoS that is better suited to Maier’s directed/collaborative SoS than the ecosystem-SoS of Northrop et al. Books and research papers exploring how to engineer robustly scalable socio-technical systems are currently few and far between (but see Abbot & Fisher, 2009; Rooksby, Rouncefield, & Sommerville, 2009; Baxter & Sommerville 2010).

The primary reason for that is because the development of reliable practices, and engineering teaching, for ensuring or assuring the integrity or safety of a SoS is a current research challenge; one that is being actively pursued by the world’s leading research groups in high-integrity systems engineering, and even those leading researchers would admit that it is not yet a solved problem. In contrast to traditional engineering teaching, with its emphasis on designing “from scratch”, starting (metaphorically at least) with a clean sheet of paper, most SoS instead arise from organic processes of aggregation and accretion, where pre-existing systems are integrated as constituents into the SoS. In almost all large-scale SoS, there is significant heterogeneity (which itself changes over time) because different constituents in the SoS were added at different stages in the development of the SoS and arrived via differing design and implementation paths. In their 2008 book Eating the IT Elephant: Moving from Greenfield Development to Brownfield, senior IBM staff Richard Hopkins and Kevin Jenkins made the analogy between the greenfield/brownfield distinction in civil engineering, and modern-day large-scale complex IT projects. A greenfield engineering project is one in which construction takes place on a previously undeveloped site, allowing a “clean-sheet” approach at the design stage, with relatively little preparatory work required on-site before construction, and with relatively few constraints on the construction process. A brownfield project is one in which the site has previously been built on and hence may require significant clearing operation before construction, with the possibility of the added complexity from the requirement that existing structures must be retained and their viability maintained during the construction phase (Hopkins & Jenkins, 2008).

Even if a large-scale SoS was the product of a clean-sheet engineering design process and was initially constructed from homogeneous constituents, sheer largeness-of-scale implies that at any one time it is almost definite that some of those constituents will have failed and be needing replacement (so-called normal failure). Those replacement constituents may not be exactly identical to the originals, and so the SoS becomes a heterogeneous, brownfield engineering problem.

The challenge of determining the safety of a SoS is neatly summarized by Alexander, Kazakov, & Kelly (2006):

“In a conventional system, …the system boundary is well defined and the components within that boundary can be enumerated. When a safety analyst postulates some failure of a component, the effect of that failure can be propagated through the system to reveal whether or not the failure results in a
hazard. This is not always easy, because of the complexity of possible interactions and variability of system state, hence the need for systematic analysis techniques, automated analysis tools and system designs that minimize possible interactions. To make the task more tractable, most existing hazard analysis techniques… deal with only a single failure at a time; coincident failures are rarely considered.

“In an SoS, this problem is considerably worse. The system boundary is not well defined, and the set of entities within that boundary can vary over time, either as part of normal operations… or as part of evolutionary development… Conventional tactics to minimize interactions may be ineffective, because the system consists of component entities that are individually mobile. In some cases… the entities may be designed to form ad-hoc groupings amongst themselves. Conventional techniques may be inadequate for determining whether or not some failure in some entity is hazardous in the context of the SoS as a whole.”

The prospect of component entities being “individually mobile” was relevant to Alexander et al. because their work concentrated on SoS in defence applications, where the constituent entities in the SoS are often individual battlefield units (e.g., troops, tanks, unmanned vehicles, etc). While there is no direct physical correlate of spatial mobility in the computerized global financial markets, there is a reasonable equivalent in the virtual space defined by the network of current interactions between agents in the markets: just as a tank might physically move from one location to another on a battlefield in order to engage with the enemy or withdraw to a position of safety, so a trading agent (human or machine) might establish a connection with a potential counterparty, or terminate an existing connection. In both the tank battle and the trading scenario, the key factor that is altered is the network of links from the node in question (the tank, the trader), to other nodes in the network (enemy units, other traders) with which that node might have meaningful interactions (exchange of fire, exchange of bids/offers).

But this “mobility” issue of the network of meaningful interactions changing dynamically is not the only issue that confuses the task of understanding or managing an ecosystem SoS. Each of the nodes in the network, i.e. each of the constituent entities, is likely to be both nonlinear and adaptive. For the sake of the argument here, we’ll simply define “nonlinearity” as a meaning that the entity’s “outputs” (i.e., its responses or behavior) are not a simple linear function of its “inputs” (i.e., readings from its sensors, say); and we’ll adopt a similarly simple definition of “adaptive”: the entity is adaptive if its “outputs” may change over time, in consequence of the particular time-sequence of “inputs” that the entity is exposed to. Readers familiar with the mathematical economics literature will recognize this notion of adaptation as similar to “path-dependency”; colloquially we can think of the entity “learning from experience” or “evolving its response over time”. In recent decades, a new set of scientific tools and techniques has been developed to study systems composed of networks of interacting nonlinear adaptive entities. That field is known as Complexity Science, and the networked nonlinear adaptive systems are known as Complex Adaptive Systems.
A.3 Complex Adaptive Systems

In complexity science, complex systems are commonly defined as systems that are composed of large numbers of components, where each component interacts with some number of other components, and where there are nonlinearities in the nature of the component interactions and/or in the responses of the components themselves, which compound across the entire system in such a way that the overall system-level behaviour is difficult or perhaps impossible to predict accurately, even when one is given complete or near-complete information about the individual components and their interactions. The system-level behaviour is said to emerge from the network of interacting components and their constituent behaviours, forming a whole that is in some reasonable sense more than the sum of its parts. Substituting the word “constituent” for “component” in that description and it is clear that for very many SoS of practical importance, the SoS is manifestly a complex system. In addition to exhibiting emergent behaviour, many complex systems of significant interest are adaptive (in the sense informally introduced in the previous paragraph), and this also is surely true of many constituents in SoS, hence many SoS are instances of Complex Adaptive Systems (CAS). Since the late 1980’s a growing number of scientists have been attempting to understand the financial markets as CAS, and have been exploring the links between the financial markets and other CAS, both naturally-occurring and engineered artefacts. There is growing evidence that the emergent behaviour, phase changes, instabilities, and hysteresis seen in many other complex systems are also to be found in the financial markets: see, for example: Anderson, Arrow, & Pines (1989); Arthur, Morrison, et al. (1997); Johnson, Jefferies, & Hui (2003); Challet, Marsili, & Zhang (2004); and Blume & Durlaf (2005).

A small but growing number of researchers in the (systems-of-) systems engineering community have, in recent years, turned their attention to whether tools and techniques from complexity science can help in the brownfield engineering of robust, scalable, large-scale, systems: that is, they are exploring the consequences of taking a CAS approach to the creation and management of such large-scale systems and SoS: see, for example, Bar-Yam (2005); Braha et al. (2006); Sheard, & Mostashari (2008); Polacek, & Verma, (2009); and Sillitto (2010). Thus far, only a small amount of this work has addressed issues directly relevant to the financial markets but some notable work has been produced; see, e.g.: Harman & Bar-Yam, 2008; and the Nasdaq study by Darley & Oatkin (1997), which was discussed in more detail in Section 4.

Very often, such approaches involve exploring the system using so-called Multi-Agent Simulation (MAS) models, where a computer simultaneously models each of the constituents (or “agents”) in the network of interacting adaptive nonlinear entities, resolving the consequence of each entity’s interaction with its environment (which in most cases will include one or more other such entities), often using fine time-slicing or discrete-event simulation techniques. The agents in the simulation may adapt their responses over time either by implementing machine-learning techniques (for learning “within the lifetime” of the agent) and/or by implementing a process inspired by Darwinian evolution, a so-called genetic algorithm (a simulated population of agents, adapting to its niche over successive generations via a process of random variation and “survival of the fittest” directed selection: each agent’s behaviour or performance at the task at hand being determined at least in part by “genes” that can be passed on to successor agents: see e.g. Goldberg, 1987). Very often, the reliance on computer simulation models is a consequence of the mathematical nonlinearities in the system
being analytically intractable: that is, they are sufficiently complicated and complex that the tools for expressing them as a set of equations and then deriving formal proofs of certain statements about the system, via manipulation of the equations, is simply not possible.

For introductions to the use of CAS/MAS models in understanding social, economic, and socio-technical systems, see the texts by Epstein & Axtell (1996) and Axelrod & Cohen (2000). For examples of early machine-learning adaptive trading agents, see Cliff (1997) & Gjerstad & Dickhaut (1998), for the story of how those agents beat human traders, see Das et al. (2001). With regard to the application of evolutionary approaches, there has been heavy use of “replicator dynamics” (a technique pioneered in the theoretical study of evolution in biological systems) for exploring the interactions between different types of trading strategies, and identifying stable equilibria in the interaction dynamics (e.g., Walsh et al., 2002; Vytelingum, Cliff, & Jennings 2008); and also various researchers have used genetic algorithms to create trading agents, and the market-mechanisms they operate in, co-adapted to each other by evolution (e.g., Phelps et al., 2002; Cliff, 2003; Byde, 2003; Cliff, 2009; Phelps et al., 2010). Evolutionary adaptation and co-adaptation in biological systems has served as a productive metaphor for economic dynamics at various levels for several decades (see, e.g., Nelson & Winter, 1982; Hodgson, 1993; Ormerod, 2006; Stephens & Waelbroeck, 2009); and there are other aspects of biological systems, such as the interconnected web of dependencies in natural ecosystems, that can offer fruitful insights into the functioning of financial systems (see, e.g., May et al., 2008; Haldane & May, 2011; also Johnson, 2011). Sources of inspiration are not limited to biological systems: studies of the complex dynamics and size-vs-frequency distributions of earthquakes also offer insights for students of markets crashes: see Sornette (2002).

CAS and MAS approaches are not limited to the exploration of economic and financial systems: the approach is now pretty-much a standard item in the toolboxes of biologists, urban planners, military strategists, movie animators, safety architects, and practitioners of many more application areas in science and engineering. Several research teams have worked on developing general-purpose simulators (with associated visualization and analysis tools) for exploring CAS and MAS: for details of an example generic simulator and reviews of related work see Polack, Andrews, & Sampson (2009); and Polack et al. (2010).

In the course of this section’s discussion thus far, we’ve briefly surveyed high integrity systems engineering, and the definitions of systems of systems (SoS) and of complex adaptive system. Now we draw those three strands together and explore the current state, and future prospects for, high-integrity safety-critical engineering of complex adaptive ecosystem SoS.\footnote{We recognize that this is a long and cumbersome phrase. A shorter alternative might be “wicked systems”, first coined as a technical term in information systems engineering by Metcalf (2005) in direct reference to Rittel & Webber’s (1973) notion of “wicked problems”. But, given the current widespread disaffection in the media and general public with the banking sector, it seems prudent to avoid the potential confusion between the technical sense of “wicked” and the morally judgmental one, confusion that might arise in talking about trying to develop new engineering approaches for dealing with the “wicked systems of the financial markets”.}
A.4 Engineering High-Integrity Complex Adaptive Ecosystem System-of-Systems

All approaches to risk assessment and safety-critical engineering involve the notion of a *model*. Rather than attempting to observe and manipulate the real physical system in its real operating environment, the model is instead an abstract representation of those aspects of the system that the engineers believe to be necessary and sufficient to reason about in order to achieve the task at hand. So, in this sense, a fault-tree diagram for some system is a model of that system. The fault-tree can be reasoned about, argued over, and altered to make it a better or worse representation of the real system, and the fault-tree can be manipulated to arrive at specific answers to specific questions, without having to touch the real system. The fault-tree is an explicit, diagrammatic, model of the system, suitable for risk assessment. But, as we have seen, the same system’s risk assessment could instead be approached via Bayesian PRA, in which case the model will be a set of coupled equations and the associated prior probabilities.

In high integrity systems engineering, it is recognized that all models are developed iteratively, that they pass through a lifecycle: after an initial model is proposed, experience with the real system may reveal that the model needs refinement and improvement, the model is altered appropriately, but subsequent experience may again reveal the need for additional alterations. Eventually, it is hoped, the model will stabilize as more is known of the system. Of course, if the system itself is changing over time (as is almost definite in a socio-technical ecosystem SoS), the safety-engineer’s model is forever playing catch-up; there will always be a strong likelihood that some aspect of the SoS is not yet known, not yet captured in the safety model.

Recognizing this, in recent years many researchers and practitioners involved in the engineering of high-integrity systems of systems have turned to predictive computer simulation models as a way of exploring “what if” scenarios. Such simulations are typically highly compute-intensive, and it is only with the ongoing Moore’s-Law reductions in the real costs of computer power that such approaches have become practicable. In a predictive simulation, the model is expressed as interacting processes within the computer: such simulations may involve manipulating numeric values according to given equations (as in PRA); and they may also represent the model, or its outputs, via explicit diagrammatic visualizations (as in fault-tree analysis). Computer simulations offer the advantage of taking exhaustive “brute force” approaches to exploring system safety: for some systems, it is feasible to simulate the system in every possible combination of values for all variables of interest – the entire “state-space” of the system (that is, the space of all possible states it could ever find itself in) can be explored by the computer, given enough time. If the entire state-space is explored, and no unanticipated failures are discovered in the model, then (so long as the model is an accurate representation of the real system) the system’s reliability is known completely. This technique of brute-force simulation has been particularly successful in the microelectronics industry, where the responses of new designs for silicon chips are explored exhaustively in simulation before the chip is fabricated for real: mistakes discovered at the simulation stage are much cheaper to fix than if the error is discovered only after the chip has been manufactured.
However, for many real-world systems, the state-space is sufficiently large that brute-force exhaustive searching is simply not possible. The combinatorics of state-spaces often involve exponentials-of-exponentials: equations of the form $v = w \times (x \times (y \times z))$, and numbers such as $v$ can grow astronomically huge, much larger than the number of atoms in the known universe, for only moderate values of $w$, $x$, $y$, and $z$. Attempting exhaustive search of such vast state-spaces is possible in theory, but the sun will burn out long before the search is over. So, for many real systems, sophisticated techniques are required to cleverly sample only selected points or areas in the system’s state-space. Developing such techniques is a current research issue, even in microelectronics where the state-spaces of current chips have now grown to routinely be beyond the size where exhaustive search is practicable (see, e.g., Hsueh & Eder, 2006).

Researchers concerned with risk assessment and safety assurance in SoS have developed increasingly sophisticated simulation modelling techniques (see, e.g., De Laurentis & Han, 2006; Parisi et al., 2008; Clymer, 2009; Kewley & Tolk, 2009), and researchers interested in developing generic simulation tools for the study of complex adaptive systems have learnt from the methods developed in high-integrity systems engineering (Polack, Andrews, & Sampson, 2009). Some recent work has explored the possibility of feeding the outputs of simulation models directly into machine learning (ML) algorithms, so that the ML system can discover or learn rules and regularities that can neatly summarise the behavior of the system (see, e.g., Eder, Flach, & Hsueh, 2006; Alexander, 2007). Nevertheless, researchers remain cautiously aware that the model is only that: only a model, an abstraction. The models are used to explore possible circumstances and situations that may be very rare, and/or disastrous, in the real system. Alexander et al. (2006) comment that this approach is one that Dewar et al. (1996) refers to as “weak prediction”:

“[Dewar et al., 1996] note that “subjective judgement is unavoidable in assessing credibility” and that when such a simulation produces an unexpected result “it has created an interesting hypothesis that can (and must) be tested by other means”. In other words, when a simulation reveals a plausible system hazard, other, more conventional analyses must be carried out to determine whether it is credible in the real system. Therefore, the role of the simulation analysis is to narrow down a huge analysis space into one that is manually tractable.” (Alexander et al., 2006)

One of the biggest challenges at present concerns modeling the social elements in socio-technical SoS: people and groups of people can be surprisingly sophisticated (and surprisingly stupid), and representing their relevant nonlinear, adaptive, nondeterministic behavior in a simulation model is certainly not easy.

Although it is undoubtedly difficult to capture human ingenuity and adaptivity, there are well-developed techniques in the CAS literature that can serve as good proxies: most notable of these is the use of co-evolution as a process for driving stochastic search through a space of possible designs or strategies, giving rise to what can appear to be a form of “artificial creativity”.

The seminal example of this approach was described in a paper by Hillis (1990): Hillis used simulated evolution, a genetic algorithm (GA), to automatically design algorithms for sorting lists of numbers into numeric order; each “individual” in his
GA’s population was a particular algorithm, and the sequence of steps in each individual’s algorithm were specified by its “genes” (each step involved comparing a pair of numbers, and if necessary swapping their places in the list to make them be in the right numeric order); each individual’s probability of reproduction (i.e., its fitness) was determined by how many test-lists it sorted successfully.

Initially, Hillis worked with a set-up where the test-lists were fixed in advance: when he did this, his GA could reliably evolve individual algorithms that did well at sorting the specific lists in the test set, but did poorly when presented with a novel list, one that was not in the test set. To counteract this, Hillis re-worked his system so that the test-lists were also an evolving population: the test-set was a population of lists, the particular numbers in each list were specified via its “genes” and the “fitness” of each list was determined by how “difficult” it was, i.e., by how many of the sorting algorithms failed to sort it. Thus the population of sorting algorithms, and the population of test-lists, made up a competitive co-evolutionary system, much like a predator-prey or parasite-host dynamic: the fitness of each sorter-algorithm depended on how many lists it could sort; the fitness of each list depended on how many sorter-algorithms it could defeat; and the two populations co-evolved over time. The co-evolutionary system was much more productive, and readily discovered sorting algorithms that rivalled the best-known human-designed ones.

Since Hillis’ paper, several CAS researchers have demonstrated the power of co-evolution as a force for generating novel solutions and designs (see, e.g. Sims, 1994; Funes & Pollack 1999; Cartlidge & Bullock, 2004; Cliff & Miller 2006; Stuermer et al. 2009), it seems entirely plausible that co-evolutionary processes could be used to approximate the effects of human ingenuity and creativity in socio-technical systems. Perhaps more importantly, co-evolutionary processes could also be used to explore the state-space of simulated ecosystems SoS, in the search for conditions that reveal unanticipated failure modes, in much the same way as Hillis’s population of test-lists searched for methods of “failing” his population of sorting algorithms. This would allow semi-automated generation of hypotheses about how the real system might fail.
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Abstract. This paper argues that it is possible to develop useful generic representations of care pathways, drawing on evidence and argument about clinical teams, about the ability of teams to cope with radical uncertainty and about the influence of institutional arrangements on the journeys that patients take through health systems. The arguments are used to identify a mismatch between current practices in the design of large scale digital systems and doctors’ and other health professionals’ needs for information about patients’ risks and outcomes to support their work.
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1 Introduction

The rate of innovation and diffusion of digital services in health care is low, relative to other sectors, in developed countries. There are many reasons for this, but one stems from our poor understanding of the fundamental processes in health care, variously termed patient journeys or care pathways, which are broadly equivalent to industrial and commercial production processes.

While some have argued that we are now in a world where requirements are no longer needed – in part because users can configure their own services – this cannot be the case in health care. There is clear evidence that poor requirement and specification processes are still leading to failures in procurement, design and implementation. [1,2] Further, legacy systems in primary and hospital settings will not, at present, allow users to tailor services to their own needs.

This chapter argues that it is possible to identify flaws in the prevailing assumptions about the role of IT systems in health care, to develop useful generic representations of care pathways, and to use those representations to chart a more productive direction of travel. It is concluded that problems with the design and use of systems are due, at least in part, to a combination of the flawed thinking and lack of attention to identification of hardware and software requirements.

2 Two Ideas

The author Victor Hugo observed that there is nothing as powerful as an idea whose time has come. In the last decade or so, health systems around the world have been exposed to two such ideas. The first is that service delivery is becoming ever more
complex, in the sense that it requires more intensive and more frequent co-ordination between different professionals, or across a number of organisations, or both. We need to find ways of managing this complexity, and in practice this means finding new ways for clinicians, managers and others to collaborate with one another. It has always been difficult to link inputs, outputs and outcomes in health care, and the complexity – reflected in highly modularised, but poorly co-ordinated, care – only makes the task harder. In practice professionals have to be involved in the identification and implementation of strategies for designing services that reconcile them, and thus achieving better control of resources. Similarly, safety improvements are most likely to be effective when clinicians work collaboratively, co-ordinating their work with one another.

The second idea is that health systems need to manage risks pro-actively. The argument, in a nutshell, is that no country can afford to run reactive illness services any longer, cost pressures are increasing all the time, and all countries must find ways of managing costs more effectively. In England, for example, 30% of the population has one or more chronic health problems, and consumes about 70% of the budget.

Historically, health services have been reactive, responding to people as they became ill. Today people still get ill, but the policy focus now is on preventing, or at least delaying, the problems associated with getting older, or with poor lifestyle choices (smoking, lack of exercise, consuming too much salt or refined sugar). This has two notable consequences, namely that health systems have to identify effective strategies for managing risks, and that those risks often arise outside health care systems – lifestyle choices occur out in civil society.

3 The Challenges

These two ideas have major implications for the organisation of health care. Health systems have traditionally been organised along functional lines, with family doctors, community services and hospital departments operating separately from one another. This made sense, at a time when the over-riding need was to ensure that each of these services was as efficient as possible. This organisational model served us reasonably well for a long time, when many problems could be solved by visiting one or two services, when the co-ordination challenge was relatively modest.

It has become clear, though, that traditional organisational forms cannot deliver the co-ordination needed in the new environment. Many people need support from several services, often over months and years. Many of them are older people, and people with chronic health problems such as heart disease, stroke, diabetes, asthma and some cancers. Maximising the efficiency of each service is no longer the primary task. Rather, there is a need to manage patients’ clinical risks, arising from their own problems and from the complexity of modern health systems.

Similarly, traditional organisations are not set up to manage demand, and hence control costs – that is, control organisational risks. The idea, the belief, is that this can be achieved by identifying problems early, or before they occur, either by encouraging healthier lifestyles or by screening populations and identifying individuals at risk of developing preventable problems (eg stopping smoking reduces the probability of lung cancer).
The need to respond to the two new ideas prompts a question about IT systems. How are health care IT managers, suppliers and policy makers responding to them? The answer seems to be – barely at all. This point will be discussed once care pathways have been examined.

4 Care Pathways

A single idea, the care pathway, appears to make sense of the challenges set out in the last section. A care pathway is really an idea, a high level representation, of the journeys that people take through health systems. People should be encouraged to avoid getting too far down any pathway (through health promotion and prevention). They should take responsibility for decisions about their own care where possible, and make others in consultation with professionals. Professionals need to co-ordinate effectively with one another to ensure that the journey goes smoothly from a clinical perspective. Note here that the focus is on patients – a major shift from the focus on services in traditional models.

In formal guidance, and in the research literature, care pathways are typically represented as sequences of discrete decisions and actions, where recommendations are based on the best available evidence from experimental studies. [3,4] Sometimes flow diagrams are included in guidance, which show how assessments, diagnostic tests and decisions should be linked chronologically. This focus on decisions and actions, and on patients ‘flowing’ between decision-makers, will seem intuitively reasonable to many software engineers.

This said, an obvious question arises: how are the many discrete events actually linked to one another? The short answer is: we don’t know. Leading commentators point out that we are in the early stages of understanding care pathways. [5-7] We know that dynamics of patient journeys are clearly different from industrial production processes such as car assembly or bottling plants [8]. Patients do not travel down pre-determined ‘assembly lines’. There is, rather, substantial unexplained variation in access to, and utilisation of, health care in all countries. The flow diagrams in official guidance are ideals, and do not represent actual processes on the ground. One important consequence is that clinicians and managers are not in a position to help software engineers to identify requirements that will improve the quality and safety of patients’ journeys.

Further, it is at best unclear how to include patients into thinking about pathways. Prevention and health promotion cannot be imposed – people cannot be ordered to change their lifestyles - and citizens have to be properly involved in decisions about their lives. So, rather than being consumers, citizens need to be active collaborators in their health and health care.

We can make some progress, though, and start by identifying two important problems. The first, which could be called the process problem, stems from the point just made. We need to work out how patients actually move through health systems, and why. The second problem concerns governance – what management infrastructure will help to improve co-ordination along pathways. Even short journeys involve co-ordination between teams, and there is good evidence that the organisation of services can affect both the quality and the outcomes of care.
5 Teams That Expect the Unexpected

In many areas of a health system, specialist knowledge is concentrated in teams – general practice teams, emergency department teams, community-based mental health teams and so on. This starting point – the clinical team - resonates with the thinking behind total quality management, where each team involved in a production process manages its own affairs, co-ordinates its work with other teams locally, and is subject to ‘light touch’ regulation by a senior management team.[9] It is also reminiscent of Piore and Sabel’s concept of flexible specialisation, where teams work relatively independently of one another, each specialising in a particular activity, and building up a deep understanding of that activity over time.[10] This arrangement has important long-run advantages for organisations, because individual teams can change the way they work without significantly disrupting the work of other teams. At the same time, the specialised nature of a team’s work can make it difficult for outsiders – often managers, in practice – to intervene or to co-ordinate the activities of different teams with one another.

One of the keys to understanding patient journeys lies in appreciating the capacity of clinical teams to cope with uncertainty. This is what distinguishes health care from car production and processing insurance claims. Let us consider an example of an elderly woman, Mrs B., who is living in her own home, who feels unwell and makes an emergency call. An ambulance is dispatched, the paramedics assess her, and drive her to the emergency department at the local hospital. The process can be conceptualised as occurring in discrete phases, with different teams taking primary responsibility at different points in time. It turns out that there is nothing that needs immediate attention, but the episode has taken place in the context of her on-going health problems, including some heart problems and a recent history of falls. Hospital doctors recommend assessments when Mrs B. gets home.

Analyses of this (relatively simple) sequence of events, and others like it, typically focus on strategies for reducing clinical uncertainty – on arriving at a diagnosis and making decisions about the appropriate course of treatment. But it seems more realistic to argue that there are two distinct types of team, with the difference between the two highlighted by their responses to uncertainty.

There are two distinct types of uncertainty in any patient journey. First, there is task uncertainty – uncertainty about the appropriate course of action for the patient. Second, there is environmental uncertainty.[11] This occurs, in part, because teams are specialized – they do not know, in any detail, how other teams do what they do. More generally, teams cannot anticipate developments in their wider environments, which in the case of health care might include epidemics or a major incident leading to many injuries. Suppose, for the sake of making the arguments clear, that uncertainty can be either high or low, so that there are four possible combinations of high and low task and environmental uncertainty. In the first case there is high certainty about both the specific clinical actions and the best way of co-ordinating them over the next few days or weeks. This is found, for example, in care following the diagnosis of some cancers, or following a suspected heart attack. It may be that our elderly patient, Mrs B., is able to go home the same day, with no need to change any of the support she receives in her own home. The main co-ordination challenge is to get her home safely.
Second, there can be certainty about the treatment that is needed now, but not about the environment that a patient will have to cope with later on in a journey. Mrs B. might be able to go home, but it may not be clear to hospital staff whether she will be able to cope without additional help when she gets there. Third, there can be low certainty about the necessary treatment, but high certainty about the general environment. This situation might occur with many of us, where there is clearly something wrong, but it is difficult to pin down what it is. While we and our doctors are working out what is wrong, though, at least we know we have our friends and family to support us. Fourth and finally, there are many circumstances where both task and environmental uncertainty are high. It is necessary to rely on local discretion – of both clinicians and patients - about the combinations of clinical inputs needed to help navigate care journeys. In this context it may well be appropriate for individuals with similar medical needs, but who differ in other respects (such as the extent of family support), to receive different services.[12] This diversity should not be confused with the unwarranted variations observed in studies of practice variations.[13] Finally, there is a fourth combination, of high task uncertainty and low environmental uncertainty.

Drawing on these arguments, we can sketch out two theoretical ideals, one based on teams optimizing efficiency and the other on them maximizing the capacity to respond flexibly – to expect the unexpected. The first is, in essence, total quality management. Total quality thinking is based on the relative certainty of industrial production, where there are always major challenges, not least in continuously reducing costs and improving quality, and in ensuring that quality improvements in one part of a process do not disrupt processes elsewhere. This type of thinking is entirely appropriate in many services, where there is high certainty about most patients and there are well established routines, for example in maternity services or high volume elective surgery.

The second ideal is based on a capacity to expect the unexpected, and on having knowledge of the referral options available for each patient. When Mrs B. arrives at the emergency department, the clinicians do not know what is wrong with her. They should be able to assess her and take the appropriate actions, whatever is wrong with her – whether she has a nasty cold coming on, or needs cardiac surgery in the next few hours. That is, the emergency team should be able to mobilize whatever resources they need. These will vary from patient to patient, so that the system as a whole needs to be designed to provide resources in different combinations at any one point in time. The emergency team should, further, be able to ensure that Mrs B. is referred to the right teams – in her case, back to her GP, nursing and therapist teams near her home.

More generally, we can say that this second type of team exhibits, (i) the ability to respond to each patient individually, mobilizing different combinations of services for each one as necessary, and, (ii) an ability to refer patients to the right team or teams, which requires knowledge of the options that are available, and an ability to make the right decision even when it is not clear what the problem is. This is qualitatively different from total quality initiatives, and from the concept of flexible specialization described earlier. The second model is not concerned with continuous improvement, or at least with continuous improvement alone. Rather, the key qualities are flexibility of response and robustness – teams can cope with a very wide range of problems that come through their doors.
6 Institutions Shape Journeys

We have some useful sketches, but they are only part of our story. During Mrs B’s hospital visit, her care needed to be co-ordinated. The ambulance needed to arrive quickly, and warn the emergency department about Mrs B’s problems. Doctors in the emergency department needed to order tests and get results in a reasonable period of time. And so on.

Many researchers, including those working in the field of computer supported co-operative work (CSCW), would focus quite properly on the role of communication in the co-ordination of Mrs B’s care. But sociologists and political scientists point out that institutional arrangements substantially influence the decisions and actions of clinicians working in any given environment. These arrangements have been established over years, or even decades. Individuals within teams have established ways of working with one another, and also established ways of managing their relationships with other teams, so that those teams are able to co-ordinate their work with one another. Much of the time, teams do not need to communicate with one another directly, or can communicate using brief messages – a referral form, a brief telephone conversation. That is, these norms can help to increase efficiency.

The point here is that institutional relationships shape patient journeys. That is, patient journeys are not simply sequences of rational decisions, taken in the face of greater or lesser uncertainty. Decisions taken by both clinicians and patients are influenced by the prevailing institutional arrangements. In the context of our arguments here, there are two useful indicators of the importance of this point, and key weaknesses in many health systems around the world, namely the extent to which patient journeys are the journeys that patients want and need to take, and the safety of patients in the course of their journeys.

Taking the patterns of patient journeys first we can say, on the positive side, that there is good evidence that patients are often satisfied or very satisfied with the services they receive. The level of satisfaction varies from country to country, and over time, but it seems reasonable to infer that many patients receive the services they need. Their expectations are met and their health problems are successfully addressed. Less positively, as noted earlier, there is evidence of systematic variation in many areas of health care, for example in referrals by family doctors to hospitals, in prescribing practices and in access to mental health, physiotherapy and other services. There is also evidence that people with multiple problems – typical of many older people – receive fragmented and incomplete services.[14] The variation can be attributed, at least in part, to differences between professionals. If some GPs refer more than others, and issue more prescriptions than others, then it is likely that their own behavioural norms are influencing the services that patients receive.

The second indicator is the safety of patients. Adverse events are a reasonable, if general, indicator of the integrity of a health system, covering both events that occur within teams and between them. The Institute of Medicine’s report, *To Err Is Human*, stressed the importance of designing safe systems of care – or safe patient journeys in the context of this discussion.[15] There have been very substantial efforts, in many countries, to improve the safety of services since the publication of that report, and other
reports conveying similar alarming messages. There have undoubtedly been improvements in many services. Consider the following passage by Leape and colleagues:

“Too many healthcare organisations fit James Reason’s definition of the ‘sick system syndrome.’ They are hierarchical and deficient in mutual respect, teamwork and transparency. Blame is still a mainstay solution. Mechanisms for ensuring accountability are weak and ambiguous. Few have the capacity to learn and change that is characteristic of the so-called high reliability industries. Most do not recognise that safety should be a precondition, not a priority… Many physicians do not know how to be team players and regard other health workers as assistants … Too many practitioners—doctors, nurses, pharmacists, therapists, technicians—function in ‘silos,’ focusing on their own performance and communicating with others in fragmented and inefficient ways that inhibit teamwork. Patients are seldom included in organisational planning or in the analysis of adverse events that have harmed them.” [16]

The ‘safety movement’ in health care has grown substantially in the last ten years, but there is clearly still a long way to go. The main implication, for this paper, is that improving patients’ journeys requires the proactive management of those journeys, taking into account their preferences, so that they go on appropriate journeys. This point is reinforced by another trend, around the world, away from the provision of reactive illness services to the management of long-term conditions (such as asthma, diabetes or neurological conditions such as Parkinson’s Disease). There is also a trend towards the management of a range of known risks, such as the risk of developing pressure ulcers, of experiencing a fall (and breaking a hip or other bone), or of a heart attack or stroke if one smokes, has a poor diet or fails to exercise. In short, when patient journeys are inherently uncertain – or open-ended - in nature, and there are concerns about the governance of services, the best strategy is to proactively manage those journeys.

7 Implications for IT Systems

Current IT design practice tends to focus on the collection of detailed activity information. This is reasonable. The recording of clinical information has a long history, stretching back into antiquity. Counting, and aggregating, information for managing services and for accountability to governments or insurers has a shorter history, but it has had a major influence of thinking about information in the last 30 or so years. Data collection on the ground has long had to include data required by others, who are not directly involved in treatment and care. Indeed, in many countries this ‘machine bureaucracy’ thinking dominates thinking about the design of digital services. The result is that digital services have long been designed and used principally for recording and counting purposes.

In the last decade or so, there have been two significant trends. One involves the progressive linking together of formerly separate IT systems – family doctor systems to hospital systems, hospital systems to one another, and so on. The other is the ‘colonisation’ of people’s personal lives, under the banner of so-called telehealth applications. Most of these applications are designed to gather data from individuals,
living in their own homes, purportedly to monitor their health status remotely. It has to be said that there is little evidence that such applications are effective, still less cost-effective. It is also striking that the ethical implications of these two trends have barely been explored. Linking systems together, by its nature, raises concerns about privacy and confidentiality. Colonisation raises questions about the relationship between health care providers and individuals going about their private business. But governments around the world are enthusiastic about telehealth, and suppliers are happy to provide technical solutions.

The important point here is that there is a mismatch between most current practices in designing and implementing digital services and important trends in the management of patient journeys. The implication of the arguments set out in this chapter is that it is difficult to turn ‘machine bureaucracy’ information, that has been collected in silos, into information that can be used to actively manage patient journeys. Indeed, managing risks in the course of patient journeys will often require quite different types of information. The information that helps nurses to monitor Mrs B’s risk of a fall or of developing a pressure ulcer is different in kind to the information that is routinely collected on a ward or in a community setting in most countries.

There is some evidence about this mismatch. One person who has thought hard about this problem is Dr. Aksel Tjora, a Norwegian emergency physician and researcher.[17] He makes a straightforward observation: in his hospital, he has access to a number of departmental systems at a single terminal. And yet, even though he has access to far more information than he used to, it does not help him very much with the management of processes of care.

8    Concluding Comments

We can put the arguments set out in this chapter together. They point to the need to develop information systems for managing clinical and organisational risks. Thinking and practice in this area is still in its infancy. But there are signs that thinking is changing. There has, for example, recently been a great deal of interest in the use of checklists for managing both known risks and to encourage clinical teams to ‘expect the unexpected’, for example by checking that procedures are in place should anything go wrong (conceptually, the equivalent of having fire extinguishers in place in the unlikely, but plausible, event of fire). There has, similarly, been substantial interest in capturing patients’ assessments of the outcomes of the services they receive. By and large the tools and procedures for monitoring risk and outcomes have not been automated: but the existence of valuable research and practice suggests that automation is now possible.

Thinking about the systems that will enable patients – and their carers – to become actively involved in their journeys is for the future. One obvious move is to ensure that patients can access their own records – and this is already possible in several countries. The problem here, of course, is that existing systems are not focused on patients’ risks – on the extent to which they, or their clinicians, are successfully managing risks, as opposed to treating them reactively.
From a patient perspective, there is also an argument for implementing systems to ensure that risks and outcomes are being routinely monitored, and signs of problems acted upon. That is, there are arguments for ensuring that systems are designed in patients’ interests – not just that they are engaged in their own journeys. If patients cannot trust the institutions looking after them, then they need assurance processes to be built in. The results would look very different from much current practice, emphasizing risks and outcomes rather than the recording and counting of activity.

This chapter has argued that it is possible to identify a generic approach to representing health care pathways. The approach is based on three building blocks, namely clinical teams (as opposed to decision-makers or idealized patient ‘flows’), the ability of teams to cope with radical uncertainty, and taking into account the ways in which institutional arrangements influence the journeys that patients take through health systems. In practice, few suppliers in the sector have begun to incorporate checklists and other risk management tools into their systems. There is, then, a mismatch between much current requirements and design practice and the need on the ground, for information systems that are oriented towards the pro-active management of clinical and organizational risks.
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Abstract. The command and control of teams of autonomous vehicles provides a strong model of the control of cyber-physical systems in general. Using the definition of command and control for military systems, we can recognize the requirements for the operational control of many systems and see some of the problems that must be resolved. Among these problems are the need to distinguish between aberrant behaviors and optimal but quirky behaviors so that the human commander can determine if the behaviors conform to standards and align with mission goals. Similarly the commander must able to recognize when goals will not be met in order to reapportion assets available to the system. Robustness in the face of a highly variable environment can be met through machine learning, but must be done in a way that the tactics employed are recognizable as correct. Finally, because cyber-physical systems will involve decisions that must be made at great speed, we consider the use of the Rainbow framework for autonmetics to provide rapid but robust command and control at pace.
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1 Introduction

Teams that include heterogeneous autonomous unmanned systems (AUS) are good generalizations of complex cyber-physical systems. They contain autonomous units connected by a network, involving distributed computation, and to further complicate matters may have cooperative intelligent behavior among changing subsets of the systems components. As the elements of these networked systems exist in and interact with the physical environment, the physical nature of AUS is obvious. Even the network can be influenced by the environment given the use of wireless communications.

Controlling such a complex system requires several critical capabilities. First, the goals and constraints for the AUS team must be communicated to the various decision making nodes. This may include all of the AUS, as they all may possess sufficient autonomous capability to decide how to act under many situations given the goals. A central controller, or more generally several distributed controllers, must have

* Corresponding author.
confidence (particularly if human operated) that the goals and constraints have been received and correctly interpreted by the autonomous units. Second, the control units must have sufficient situational awareness of the environment and the behaviors of the team members in order to decide if changes to orders are required. The control must have the ability to determine if any error conditions are present and must be able to distinguish between aberrant behavior and what may be a plausible but unpredicted solution. Finally, team strategies must be selected to accomplish goals, and these strategies may need to be altered as the environment changes.

This paper explores the control of complex cyber-physical systems. In particular we look at the requirement for human controllers to influence the operation of these systems as well as addressing the need for autonomic control in situations where time constraints do not allow human decision making. This combination of requirements poses interesting demands on how cyber-physical systems are constructed and how they incorporate adaptation.

2 Control of Complex Systems

The control exercised by a military commander over forces is described as “...guiding the operation” [1]. The presumption is that there is a mission statement, a set of assets with which to perform the mission, and an environment to operate in that may include an opposing force. There are several ways in which a commander guides an operation.

Maintain alignment: The commander must ensure that all decisions remain aligned with the operation’s mission and the commander’s intent.

Provide situational awareness: The commander must assess the status of plan execution constantly, utilizing a common operational picture (COP).

Advance the plan: The commander must monitor the status of plan execution against the plan’s timeline.

Comply with procedure: The commander oversees compliance with warfighting procedures to avoid mistakes (e.g., friendly fire engagements or collateral damage) and achieve efficiencies.

Counter the enemy: The commander must be responsive to emerging intelligence, surveillance, and reconnaissance information that differ significantly from expectations.

Adjust apportionment: Changes to asset availability or changes to requirements and priorities may require reapportionment of assets.

Military organizations are essentially complex cyber-physical systems. The end nodes may be aircraft with pilots, or aircraft without pilots. These units whether manned or unmanned can be viewed as autonomous systems that cooperate to achieve a mission under the command of a human commander.

The tasks of the military commander are also clearly analogous to what would be required in many non-military systems. The only difference may be that no enemy exists, but the environment is nevertheless capable of surprising, therefore emerging information that alters assumptions is still possible. Units may become inoperable just as in military operations, and adjustments to plans must often be made.

As the complexity of the system increases, the commander must work at higher, more abstract levels. The units of the system must also exhibit higher levels of
autonomy so that decision making is moved further down and is more immediate [2]. Based on the level of autonomy exhibited by the units, we can model the size of an operation that a single person can manage, provided the situation can be adequately described to the commander.

3 Control of Systems by Humans

Automation can easily be called ubiquitous. We interface with it daily, even if we do not immediately recognize it. In years past for example, elevators required human operators, but now we simply press a button to reach our floor. Even highly complex systems integrate automation; commercially flown airplanes have autopilots that are capable of landing the plane, and some models of cars have automated systems which bypass the driver if safety is in doubt (i.e., automatic braking systems, vehicle headway monitoring). These systems integrate automation, but still rely heavily on a human component for routine performance and supervision. While automation is becoming more common, and more reliable, it rarely replaces or removes a human with experience from the overall task [3].

Automation has also been shown to result in phenomena such as complacency which results in operators failing to detect failures of automated systems [4,5,6] and automation bias, which results in operators blindly following automation recommendations or failing to act unless the automation requests the human action in decision making systems [7,8,9,10,11].

Leli and Filskov [12] suggest that it is specifically the integration that plays a large role in determining the effectiveness of a system outcome. In their work, automated diagnostic systems consistently outperformed clinicians when in isolation; however decision accuracy decreased as a direct result of integrated clinician use of the aid to diagnose psychological conditions. This suggests that perhaps the most critical aspect of automation is not the engineering behind the automation itself, but the interaction between any automation and the operator who is expected to work together with it.

Parasuraman and Wickens [3] also identified issues related to the ability of human operators to understand the actions of the automation. The operators trust and ability to evaluate the performance of autonomous systems comes, in part, from an ability to recognize behaviors as correct or incorrect. AUS that have been programmed to perform in a particular fashion may or may not exhibit behaviors that are recognizably correct while optimal for the given situation. Knowing that such situations can exist may also push an operator to show complacency when observing odd behaviors because they can be explained as possibly correct if not humanlike.

4 The Roles for Learning

4.1 Developing Team Tactics

A common approach to the design of autonomous systems is to design the entire system to be scripted. That is, a human decides on the action the autonomy takes for
any given state the system is in. Such systems face many challenges. The first is the significant investment in human resources in the design because every part of the autonomy must be thought out and scripted. Furthermore, the autonomous capability is dependent upon the incorporated knowledge. Therefore, the investment of human resources necessarily includes subject matter experts in the task the autonomy is addressing. Another difficulty is that scripted autonomy is brittle, e.g. unexpected situations can cause the autonomy to not work. This lack of robustness is due to the expansive state space that exists in the real world. Human designers will not be able to test or even anticipate every situation the autonomous system will be exposed to, resulting in a number of states that will not be addressed by the autonomy or be addressed with limited effectiveness. For example, consider a scripted autonomous system designed to deter piracy that assumes there exists only a single pirate threat at any given time. Once such autonomy encounters a situation where there exists more than one pirate, the script will degrade in effectiveness because the situation was not anticipated. Furthermore, once the autonomous system is introduced, pirates can adapt their tactics to counter the system and render ineffective the specific design of the autonomy. Finally, scripted systems often lack scalability. In particular, the designs will be tied to a particular number of autonomous agents, or a particular autonomous system, meaning each time the number of types of unmanned vehicles change, the autonomy for the system must be redesigned.

In a proof of concept experiment, such a scripted system was compared to a cutting edge multiagent learning method, *Multiagent HyperNEAT*. Multiagent HyperNEAT approaches the problem of multiagent learning by focusing on the geometric relationships among agent policies [13]. The policy geometry is the relationship among policies located at particular positions and the team behavior. Because multiagent HyperNEAT is built upon HyperNEAT, it can exploit the same patterns that HyperNEAT is able, such as regularities. Furthermore, because HyperNEAT can encode repetition with variation, it can encode agent policies that share skills and vary in significant ways. Conventional multiagent learning cannot capture such regularities to enable sharing of skills and variation of policy. For a full description of how multiagent HyperNEAT encodes a team of policies see [13,14]. The main idea is to place a whole set of policies within a team geometry and compute their individual policies as a function of their location within the team.

Moving from simulated domains to real robots will mean that situations may occur where the number of agents varies, such as malfunctions or replacements and therefore ideally team size should be dynamically adjustable. The multiagent HyperNEAT approach allows such scaling because it represents team policies indirectly as a function of team geometry. Thus new agents can be added by simply generating the policy for their assigned team position.

The results of the proof of concept experiment are illustrated in the figure below.
Overall, the results show that policies created by multiagent learning approaches are more robust to change. The scripted parallel search and learned multiagent HyperNEAT policies are compared on three variations of a threat detection task. In each of the variations, the policies are tested over 100 evaluations and the results averaged. The learned policy tested is trained solely on the first variation. The first variation is the training task for multiagent HyperNEAT, in which there are seven simulated unmanned vehicles patrolling and the threats can randomly appear along any of the four edges of the operational area. In this task, the learned policy has statistically the same performance as the scripted policy, resulting in the patrols missing 2.37 threats, and the learned patrol policy missing 2.47.

In the second variation, the tactics employed by the threats are altered such that they now appear from two of the four sides at random, thus increasing the density of the attacks along that vector and testing the robustness of the approaches. The learned policy missed 3.94 threats, significantly ($p < 0.001$) outperforming the scripted policy, which decreased significantly in performance to 7.98 threats missed.

In the third variation, threats can appear along all four edges, but the number of simulated unmanned vehicles in the team is increased from seven to eleven. The learned policy exploits the increased number of vehicles, decreasing the missed threats to 0. However, the scripted policy is unable to take advantage of the new vehicles and only insignificantly decreased missed threats to 2.32. These results demonstrate that learning can produce more robust and scalable policies.
4.2 Recognizing Correct Tactical Behavior

Using HyperNEAT to develop team tactics will create more robust and scalable policies and behaviors. However, we must also be concerned with whether or not the human controller will recognize the behaviors as being safe and correct. As the HyperNEAT approach produces Artificial Neural Nets (ANN), we can only look at the team tactics as black boxes, and even within the proof of concept experiment, it took a fair amount of observation of the units to interpret (essentially guess) why they were behaving as they did. A human controller in such a system however, must be able to decide if the tactics being employed are aligned to the mission and whether or not they are properly countering the enemy or handling arising complications in the environment.

One of the primary drawbacks to learning behaviors is that in the search for optimal actions the agents can behave in ways that seem foreign and unintelligible to the human operators. It is most likely the case, and something that should be tested, that agents that behave in a more humanlike fashion are more easily trusted by human observers. The development of humanlike agents is possible through hand coding and expert systems, but it is a tedious and complicated process. It is, however possible to learn humanlike behaviors through observation. FALCONET is such a system designed to create high performance humanlike agents through human observation.

Humans learn through several different processes. Learning through observation entails watching the process as performed by some other individual or agent. Learning through experience involves repetitive practice of the process with feedback on performance. Learning can and does occur under each process individually, but it is the combination of observation and experience that generally leads to the highest levels of performance. For instance when learning a new sport humans typically observe others already proficient in the activity before beginning to practice themselves. Observation bootstraps the learning process of experience enabling faster learning speed and higher peak performance.

There is a long history in Machine learning of borrowing from biological systems. Examples include knowledge representations like neural networks, optimization algorithms such as genetic algorithms and ant colony optimization, and learning paradigms like reinforcement learning. In the particular method discussed below the observational-experiential learning cycle is replicated in machine learning to achieve the same goals for simulated learning that are achieved in biological learning.

FALCONET is a method of agent training that follows the biologically inspired cycle of observation and experiential learning. It was designed to enable the creation of high performing, humanlike agents for real time reactionary control systems [15]. Typically, the building of humanlike agents involves the complicated process of interviewing knowledge experts and then codifying that knowledge into a format that is machine readable. This process is complicated and time consuming and has led to the slow adoption of this technique in real world systems, despite the success that can be achieved. This problem is known as the “knowledge engineering bottleneck” [16]. FALCONET was designed to automate the agent creation process from human observation thereby sidestepping the bottleneck.
Previous work has been done using observational data alone to train agents, stopping once an acceptable level of performance is reached on training and validation sets [17,18,19,20,21]. While this might produce humanlike agents, it ignores the possibility that the observational agents will perform poorly in situations not covered in the observational data. The agents when presented with novel situations could perform in unpredictable and unintelligent ways. The experiential phase can fill in these gaps by providing feedback on the agent’s performance in novel situations.

The training in FALCONET follows a two phase training approach. First a supervised observational phase, followed by an unsupervised experiential phase. During the observational phase the objective of the learning is to be similar to the actions of a human trainer. Human trainers run through the selected tasks starting from many different scenarios to generate the observational training set. The agents are then trained on this data set while being graded on how closely they mimic the decisions of the human. In the experiential phase the agents are trained further using a measure of performance on the task. In FALCONET all training is done by a hybrid genetic algorithm (GA) particle swarm optimization (PSO) algorithm called PIDGION-alternate. This is an ANN optimization technique that generates efficient ANN controls from simple environmental feedback. FALCONET has been tested showing that it can produce agents that perform as well or better than experiential training alone while incorporating humanlike behaviors. The results from FALCONET also state that unique human operator traits can be incorporated and evident in the final highest performance controls, that is to say that agents sourced from different trainers have slightly different behavioral quirks.

As part of the validation of the FALCONET method experiments were conducted using only the experiential learning phase. High performance controls were created in this manner, but they showed several “improper” quirks, that while more optimal in the performance metric, seem foreign to human operators. These quirks, like driving backward or slamming the controls left and right very quickly, can be programmed out by a human designer, but it requires the a priori knowledge of all “improper” behaviors that would be undesirable. The FALCONET method bypasses this need by bootstrapping the process with human training.

5 Autonomic Control

So far, we have discussed the basic needs that will allow a human commander/controller to exercise command and control over a network of autonomous units that include highly autonomous unmanned systems (AUS). We have recognized that the controller must be able to develop adequate situational awareness of the environment, any enemies, and the behaviors and status of assets available. This SA requires the commander to recognize the behaviors being displayed as aligned with the mission, commander’s intent, and applicable procedures. It also requires that these behaviors be robust to the variation found in the environment.

We have also recognized that the human controller is subject to many difficulties inherent to managing automation. Humans are prone to complacency and
automation bias. They also can only work at human speeds and can only handle a finite level of complex information. Abstraction and supervisory control are therefore essential to success if many rapid decisions will need to be made in controlling the network.

We are beginning to model AUS teams utilizing the Rainbow Framework [22] from Carnegie Mellon University. Rainbow groups commands into tactics and strategies and directs the system with those instead of individual actions. This approach allows an automated controller to move the system out of local maximums that it may encounter in utility functions. Additionally, the grouping of actions into tactics and strategies allows for the system to leverage learning techniques and previous human experience in dealing with situations.

Rainbow will provide an autonomic command and control in the sense that it assists with the same set of six tasks, only faster.

Maintain alignment: The mission goals and the commander’s intent will be modeled as a set of utility functions within Rainbow. Rainbow evaluates current readings from probes and gauges as well as tactics for changing the resource allocations against these utility functions to select an action.

Provide situational awareness: Rainbow’s framework of probes and gauges provides situational awareness into how well the current plan is meeting mission goals.

Advance the plan: The autonomic systems is continuously evaluating the readings from the probes and gauges against the plan and makes changes to adjust in the event that desired goals are not being met.

Comply with procedure: Procedural guidelines can be coded in the tactics employed by Rainbow in the stitch language. It is our intention to also link tactical procedures to learned behaviors.

Counter the enemy: As the environment or enemy actions impinge on success of the goal, Rainbow adjusts the operation based on evaluating tactics against the likelihood of success. The evaluation processes will need to be robust enough to estimate how the changes will effect operations.

Adjust apportionment: The basic types of tactics employed in Rainbow to date have been apportionment decisions. In [22] experiments were done on video teleconferencing services where additional servers were brought online to solve problems that occurred during operations.

In the application of Rainbow, AUS teams are represented in a similar fashion as a network of servers would be. However, we include probes into the physical world providing information both on the AUS and on the environment. Many of these probes relate directly to the sensors that are onboard typical AUS. Strategy decisions involving costs include physical costs of fuel as well as risks found only in systems that interact with the physical world. Likewise, rewards are based on the ability of the AUS to effect a positive change on the environment, often in the form of achieving a probability of detection of other physical entities in a portion of the environment.

We have developed an initial proof of concept in autonomic control of unmanned systems by applying the Rainbow Framework to a simulated domain. In this domain, a number of AUS must maximize the probability of detection, P(d), in an environment by maximizing sensor coverage across the area. In this case, P(d) is a
simple metric defined as the fraction of horizontal and vertical paths across the space that do not have sensor coverage across them, i.e. straight paths that can be traversed without detection. Thus each AUS has a location (x,y-coordinate) and sensor range along with other parameters. Because AUS are conceptually similar to computational services (e.g. servers), they can be similarly modeled in the Acme architecture model language that defines a system architecture in the Rainbow Framework. A simple AUS architecture definition is as follows:

Component Type AUST extends ArchElementT with {
    Property x : float << default : float = 0.0; >> ;
    Property y : float << default : float = 0.0; >> ;
    Property fuel : float << default : float = 1.0; >> ;
    Property fuelExpendRate : float << default : float = 1.0E-4; >> ;
    Property speed : float << default : float = 0.01; >> ;
    Property sensorRadius : float << default = 0.1; >> ;
    Property cost : float << default : float = 1.0; >> ;
}

Properties, such as the geographic location and fuel state, represent values that are probed from the (simulated) world. Such values inform the Rainbow model manager, allowing it to accurately reflect and gauge the real system within the Rainbow defined model.

A key feature of Rainbow is the definition of constraints that the system must follow. For example, a web business may desire the minimization of response time for its customers and define a constraint that the response time experienced by any customer if below some threshold. In turn, Rainbow would probe these response time values from the real system and then evaluate the model for constraint violations. If a constraint is violated, Rainbow adapts the model through predefined strategies and then executes these strategies on the real system through effectors. In this proof of concept, the constraint is that the value P(d) must be above a given threshold of 0.8. To satisfy this constraint, Rainbow implements a simple strategy.

strategy BruteDetection
[styleApplies && cViolation] {
    t0: (overlapExists) -> move(){
        t0a: (default) -> done;
    }
    t1: (cViolation && ! overlapExists) -> enlistAUS() {
        t1a: (overlapExists) -> move();
    }
}

In brief, the strategy states that if an overlap in sensor coverage exists, move the active AUS to minimize the overlapping coverage. If there is no overlap, but the constraint is still violated, then add a new AUS to the domain. This strategy implements two tactics that we described in stitch: move and enlistAUS. As an example of how these tactics are defined, enlistAUS is as follows:
In the `enlistAUS` tactic, the condition first checks whether the constraint is violated and then if there are any AUS not currently active. If both these conditions are satisfied, a random free AUS is chosen and activated. The effect being that the addition of the new AUS increases the sensor coverage, thus improving P(d) over the current levels.

In the domain, the AUS exist in a two-dimensional plane with coordinate values in the range \([0,1]\). Initially, no AUS are active, thus the constraint is violated at the start. This compels Rainbow to adapt the system with the above strategies and tactics to achieve the pre-determined desired P(d) level. When each AUS is activated, they are placed at location \((0,0)\) and then move from there. Each AUS moves at the same fixed speed of 0.01, have a sensor range of 0.1, and begin with 100% fuel.

Results demonstrate that Rainbow can be implemented to effectively control such systems. Figure 2 shows that the system begins at a low P(d), indicative of the initial state of the system. However, by time step 150, Rainbow has successfully adapted the system to achieve the desired P(d) value.

![Fig. 2. Probability of Detection in Proof-of-Concept Experiment](image-url)
Not only is the result interesting, but the behavior of the system is as well. Figure 3 shows the final configuration of the system, when it achieves the P(d) threshold required. Each circle represents an AUS sensor coverage.

Through the composition of simple strategies and tactics, organization emerges that effectively minimizes the probability of anyone passing through the region undetected. In this simulation, utility of the system is equal to the probability of detection. However, Rainbow includes the capability to calculate system utility as a function of multiple variables. For example, maintaining sensor coverage may be only one important aspect; another may be reducing fuel consumption or minimizing the AUS required. Rainbow weights each of these contributions of utility to determine the overall utility of the system. Through these relative weightings, different aspects can be emphasized. A suite of strategies to address these differing concerns may be required, forming a pareto-front of performance depending on particular user needs.

The ability of Rainbow to automatically and quickly implement strategies frees up the controller to focus on macro level concerns, such as overall probability of detection, fuel levels, and costs, rather than micro-managing individual AUS. Thus the controller can make decisions about required detection levels versus preferred fuel levels and leave it up to Rainbow and its strategies to implement the decisions. Many avenues remain for exploration in the Rainbow Framework including, but not limited to, performance with “human-in-the-loop” changing the system constraints and goals, integrating machine learning into tactics and strategies, extending Rainbow to be able to dynamically acquire system architecture, and evaluating robustness to failures in the system, such as an AUS malfunctioning, being destroyed, running out of fuel, or being reassigned.
6 Conclusions

We have both found and produced, proof-of-concept level experiments that demonstrate possible solutions to some of the challenges we perceive for the successful command and control of teams that include AUS. Our goal is to continue to pursue these possible solutions.

The command and control of teams requires that commanders be able to work at a suitable level of abstraction. Commanders must be able to recognize when changes to a plan are required and must have the ability to affect such a change. The dynamic nature of the military environment indicates the need for robust adaptable capabilities for decision making in the individual AUS, but also the ability for their actions to be recognizable to human controllers. Autonomic capabilities are a likely approach to allow commanders to handle very large teams that may require rapid decision making, but the autonomic strategies must also be made more adaptable and in doing so also maintain the property of being recognizable by a commander.
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1 Introduction

Many Large-Scale Complex IT Systems (LSCITS) are used in roles where organisations depend on them for a key aspect of their business. As a consequence, these systems may be safety, security or mission (business) critical. It is common to assess such systems in terms of the risks they pose – whether to the organisation that owns them or to third parties – but different approaches to risk analysis are used in different domains. This paper analyses some “loss events” associated with a range of LSCITS (and one comparatively simple system) then uses the “signatures” of these events both to question current approaches to risk analysis and as a source of ideas and inspiration for an alternative model.

Serious failures of the more “critical” LSCITS are relatively rare, and that might suggest that “all is well” in terms of our ability to design and assess such systems. However a cursory assessment of a range of “loss events”, e.g. accidents or financial losses, suggests that the current approaches to risk assessment do not throw much light on the actual causes of the loss events. The paper considers a range of “loss events” which illustrate safety, financial and availability issues. It shows that the risk assessment methods used, explicitly or implicitly, in these different domains do not provide a good basis for gaining an understanding of these events.

This analysis also shows that the events studied have remarkably similar “signatures” in the sense that the “confluence of events” which leads to the loss are very similar in
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nature, although they are in different technologies, systems and domains. As LSCITS are increasingly depended on for multiple critical properties, e.g. safety and security, the availability of a “unified” approach to risk assessment has the potential to be valuable in the design and assessment of future generations of LSCITS.

It should be noted that these initial findings are tentative, and need further and more rigorous study. Observations on methodological issues are presented in the next section, followed by a brief, textual, analysis of five loss events. The “signature” of each loss event is discussed, and some observations are made which are intended to help in developing a methodological approach to assessing LSCITS risk. This is followed by a discussion of risk analysis. This discussion first outlines the risk analysis processes typically used in several different domains, and then discusses how well these processes reflect the signatures of the loss events described previously. Next, the paper outlines an alternative perspective on risk analysis, believed to be suitable for assessing LSCITS. The paper then considers related research, before drawing conclusions and proposing directions for future work.

2 Methodological Remarks

It is not possible to do an exhaustive, scientific, analysis of LSCITS and their risks. In some domains the allowable failure/loss rates are so low that the expectation would be that there would no failures in the operational life of the system – and that is many decades. Further, there are far too many systems, and the numbers deployed are increasing at a rate that defies analysis.

Thus our approach reflects an approach developed in social and management sciences, e.g. by Van der Ven [1], which provides a framework for observing, modelling and (ultimately) intervening in real-world applications. This approach is outlined in Fig. 1 overleaf.

The framework can be “entered” anywhere but, for our purposes, it is easiest to think of it starting with observations of reality (the bottom of Fig. 1) to produce a problem formulation. From the problem formulation and the observations, it is then possible to develop theories and models which provide explanations of the observed phenomena (which are better than current theories in this regard). The framework then proceeds to build a “research design” enabling an intervention – changing reality – which can then be re-assessed to seek to confirm or refine the theory and model. At this stage in our work, we are firmly in the (early) stages of theory and model building.

Van der Ven also uses the nature of the research, and the degree of engagement, to refine his research framework; this is outlined in Fig. 2 overleaf. In terms of this model, we are working in the “describe/explain” part of the framework, and within that mainly in the “detached/outside” research perspective (although one of our examples below is in the “attached/inside” quadrant, as it is a personal experience).

Thus, at this stage, the criteria for assessing the theory and model are relevance and validity; we would also say that they should give greater explanatory power than current models of risk.
Fig. 1. Model Of Engaged Scholarship (from Van der Ven [1])

Fig. 2. Types Of Research (from Van der Ven [1])

This work is undertaken as part of the LSCITS programme [2]. The original LSCITS proposal divided the space of concern for LSCITS into four layers in a “stack”, viz:
• PSS – Predictable Software Systems – the development and application of the most advanced scientific principles to large-scale computing problems;

• HISE – High Integrity Systems Engineering – rigorous approaches to dealing with the design and assessment of systems beyond the reach of the PSS methods, including Systems of Systems (SoS);

• STSE – Socio-Technical Systems Engineering – the analysis of systems and their failures where the causes of the difficulties arise in the interaction between technology and users, both individuals and organisations;

• CiO – Complexity in Organisations – focusing on the problems of large-scale organisations, and how they influence system success.

Also, the LSCITS programme includes orthogonal work on non-standard computational approaches to complex problems, and work on the cloud.

To help understand the risks of LSCITS, it would be possible to classify the example loss events in terms of the LSCITS stack. However, it is sometimes hard to make distinctions between the four different concerns, and as several of the loss events studied have complex causal factors, it has been decided instead classify the events on a “scale”, viz:

• Pure technical – there is a clear technical cause of the loss event, and the interaction with, and behaviour of, the organisation is much as intended;

• Socio-technical – the causes of the event include erroneous interaction between the system and users, and may also include individual human errors or technical failures;

• Pure organisational – there is a clear organisational cause of the event, e.g. failure to implement separation of duty, and the system behaved according to intent (and requests from users).

This is intended to be a “sliding scale” not a hard categorisation, and it is used to “locate” the primary causal factors in each loss event on the technical-organisational axis.

In analysing loss events there is always a risk of hindsight bias – looking for evidence to prove the author’s hypothesis. In part we have sought to address this risk through consideration of events which span the range from highly technical causes to those whose origins are largely organisational. Further we are seeking to build a theory and model, not to prove one. However there is always a risk of such biases, and we return to this concern in the discussion.

3 An Analysis of Some Loss Events

In order to shed light on the issues of risk assessment we consider five “loss events”. Four are documented in the literature, to varying degrees; one is a personal experience. Many more examples could be chosen, but the rationale here has been to choose events which span the range from technical to organisational, and cover safety, financial risk and availability (integrity) of private data. Of course there would
always be benefit in considering more loss events; see the conclusions for a
discussion of future work.

It would be possible to analyse the events using methods such as Why-Because
Analysis (WBA) or Why-Because Graphs (WBG) [3]. We have chosen not to do so
here, partly for brevity, partly so that we can emphasise what we perceive to be key
points, and partly as there is not a body of work to draw on showing how to apply the
techniques outside the safety domain. However if this work is to be taken further, then
it will be necessary for the analysis of these individual events to be put on a more
rigorous footing (although this might require extensions to techniques such as WBA).

In each case, the description contains a brief overview of the event, primarily to set
context. This is followed by a descriptive analysis of the event(s) leading to the loss,
and ends with an assessment of the “signature” of the event. Following the discussion
of these five loss events, some observations are presented, followed by the problem
formulation, as suggested by Van der Ven’s framework [1].

3.1 A Syringe Pump

This example relates to a syringe pump, that is a medical device which delivers liquid
drugs on hospital wards, or anaesthetics in operating theatres. A desired delivery rate
is set by a nurse, or an anaesthetist, then an electric motor drives the syringe plunger
to deliver the fluid at the set rate. The flow rates set may be very low.

For safety, the initial design had diverse mechanisms for measuring movement of
the plunger: a linear interference grating directly measuring plunger movement and a
quadrature system measuring the rotation of the motor shaft. In initial use, the device
suffered a lot of “spurious trips” where the pump stopped because the linear grating
system detected inappropriate movement. Investigation showed that this was spurious,
and was due to backlash in a gearbox, which was significant given the low rates at
which the pump was meant to operate.

It was decided that the device should be modified so that the linear grating was not
enabled until the quadrature system had confirmed that the syringe plunger was
moving. Two patients were killed when the plunger emptied the syringe at high speed
(it emptied a 250ml syringe in a matter of seconds). A more detailed analysis of the
control loop is presented in [4], but the reference does not describe the context of use
which was deemed to be sensitive at the time.

Note that this is a simple example, and can not be considered to be an LSCITS, but
it is included as it is possible to give quite a detailed technical exposition of what
happened, and it also shows the problems of change – which are a causal factor in
many accidents and incidents.

Description of the Event. The quadrature system had a reference square wave signal
(Fig. 3 a). A sensor on the motor shaft generated a square wave signal; if the rising
edge from the sensor was before the rising edge on the reference signal that indicated
movement in one direction (Fig. 3 b); movement in the opposite direction was
indicated by the edges being in the other order (Fig. 3 c).
The signal coming from the sensor was not “clean” and was “squared up” by means of a Schmitt trigger. Schmitt triggers vary in performance; most produce a signal which is close to square (with a mark-space ratio of 1), but some produce signals with a much higher mark-space ratio. For some devices at the limit of the manufacturing variability, the resultant signal was very distorted and the complete positive pulse was within the positive part of the reference signal (Fig. 3 d).

The logic in the software was designed on the basis that the complete overlap of signals shown at Fig. 3 d) was impossible; unfortunately rather than flagging this as an error and stopping the motor, the software looped, kept power on the motor, read the next set of inputs, and kept going waiting for a “valid” input showing that the motor was moving. Following the change, the motor control software did not enable the linear grating until it had a “valid” input, so the protection system did not stop the motor either.

**Signature:** The key causal factors in the loss event are:

- Intrinsic flaw (software “bug”) exposed by the circumstances;
- The protection system was disabled due to a single point failure (the Schmitt trigger at the limit of tolerances); thus it was a common cause failure;
- Opportunities for further protection, i.e. detecting invalid inputs and/or stopping the device after a time had elapsed without detecting a “valid” input, were missed.

---

**Fig. 3. Critical Waveforms (adapted from [4])**
This is viewed as largely a technical loss event as there was a “bug” in the software (incomplete coverage of possible inputs) and an electronic device which was at the limit of manufacturing variability. However there was a socio-technical element – the change to improve availability – however this change only uncovered a basic design flaw, rather than contributing directly to the accident.

3.2 The Cloud

This example is a personal experience which is largely an integrity problem, but also shows problems of loss of service availability. Cloud systems can be viewed as LSCITS in themselves – although the particular application which caused the problem is quite simple (it certainly wouldn’t be viewed as complex by today’s standards).

Description of the Event. I was one of the early adopters of cheaply available cloud services, and decided to migrate my diary and contacts database to the cloud so that they could be updated by certain colleagues, and viewed by many more. For a few months this worked well, and the cloud diary became the master copy (my “back up” was no longer updated). Then I started to have problems in updating the diary (I could make changes, but they were only transient, and they did not update the stored diary). After a period of time on email and interactive chat with the cloud service provider it was concluded that the data had been corrupted, and that it was not practicable to “fix” the problem (they had no tools which could repair the data). The support team agreed that they would “package up” my diary and email it back to me (so I could import it into another diary/calendar tool). Again, after an extended exchange with the cloud service provider it became clear that this “resolution” wouldn’t work either – the corruption which prevented update also prevented an export being produced!

Fortunately, the diary could still be displayed and printed, thus it was possible to print out my diary (about a year and a half ahead) and to type it all back in. In total the process took 2-3 weeks during which my diary was not up to date, and it cost a significant amount of time in discussion with the service provider and in retyping the diary. (Contacts had changed very little, so there was a minimal amount of effort needed to restore them.)

Signature: The key causal factors in the loss event are:

- Intrinsic flaws (software “bug”) exposed by the circumstances;
- A single point failure (the data corruption) disabled both the primary function (diary update) and the protection system (the ability to export data);
- Other protection systems, e.g. the replication of the data in the cloud, were rendered worthless as the data was corrupted not “lost”.

Overall this is largely a technical failure, and clearly a detailed software design (data dependency) issue. There was a socio-technical element – the point at which the service provider decided they would stop trying to solve the problem – but as the annual charge for the system was under $100, this was understandable (they will have made a loss on my account given the amount of time they spent in helping me).
3.3 The “Flash Crash”

On May 6th 2010, there were a number of significant anomalies in the financial markets both in New York and in Chicago. Perhaps the most significant event was the drop in the Dow Jones Industrial Average by almost 10%. Unlike some accidents leading to loss of life, e.g. in the aerospace sector, the problem is not well-described in the literature, and the description here draws heavily on [5] and contemporaneous press reports, e.g. [6].

Current financial markets are operated through a mixture of highly autonomous algorithmic trading systems, referred to as algo traders, and human traders. As well as trading directly, the humans set parameters for the algo traders. The changes in the way markets work have been rapid and significant. In 2003 the human traders on the New York Stock Exchange (NYSE) handled about 80% of trading volume of stocks listed on the exchange. By the end of 2009, the proportion being traded “manually” had fallen to 25% with much of the trading moving to electronic-trading platforms, such as Direct Edge and BATS, which execute trades in milliseconds.

Further, markets are linked and some of the trading is done on “spot differences” between markets, e.g. between New York and Chicago. This sort of trading tends to be automatic (algo) as the computer systems have the speed (the millisecond trades) to capitalise on small differences in prices, by trading huge volumes of shares or other commodities.

Description of the Event. On May 6th 2010 the Dow Jones Industrial Average plunged by nearly 1,000 points, with most of the losses occurring between 2.40pm and 3.00pm, see Fig. 4. It was the largest single day decline in the market’s history. Some well-known stocks, such as Accenture, briefly traded for as little as a cent. The market later rebounded, to close down by 348 points, although it was “off” by 9.2%, and over $800 billion, at worst.

There has been considerable speculation about the cause or trigger of the “Flash Crash”, and it seems that what happened was a combination of general nervousness (about the state of the Greek economy and the UK general election results) and some specific trading actions. Automated systems certainly played a very big role in the rapidity at which events occurred, but human traders also influenced the markets.

First, there is evidence to suggest that human traders were active and significant participants in the market during the big drop. Also, it seems that some human traders were experiencing serious delays in their data feeds caused by the huge volume of trades being executed, so they issued orders in good faith but on the basis of bad (stale) data, and that just made things worse.

Second, humans had “rigged” their algo trading systems to get around some regulations without actually breaking the law. The regulations require that traders always offer two prices: one to buy and one to sell shares. If the traders don’t want to take business, then they would offer to buy at $0.01 (1 cent) and to sell at $99,999 (the allowed limits). Whilst the human traders may not have used these prices directly, they were encoded in the algo traders, and these prices were used during the event.
In setting these values, the trading houses didn't consider that in a big panic like the “Flash Crash”, that many of the traders would get out of the market, cancelling their existing (sensibly-priced) bids and offers, and so the extreme prices would then be left exposed as the best offer and bid prices in the market. At that point, other algo traders transacted at these prices because they had been programmed to automatically deal with the best bid or offer price, regardless of its absolute value (and whether or not it was sensible). Thus the “Flash Crash” is what can be viewed as an emergent property of a complex set of interacting “systems” (an SoS) – both human and automated.

Several companies such as Tradeworx, a hedge fund with a high-frequency trading business, shut off their systems. Manoj Narang, the CEO of Tradeworx said he did this when he “noticed the prices were erroneous”, because he knew exchanges would cancel those trades. Many of the trades were cancelled, and the share values returned to near normal, however many companies suffered sustained losses as the trades went through before “limits” were reached where the trades were later cancelled.

**Signature:** The key causal factors in the loss event are:

- Intrinsic flaw (algorithmic trading at the “best price” regardless of the actual price) exposed by the circumstances;
- Protection (requirement to set buy and sell prices) rendered ineffective by setting of extreme values;
- Other protection systems (cancelling of trades) did at least partially rectify the problems, but some traders did suffer lasting damage (losses on trades which were upheld, as the prices were not deemed “erroneous”).

Although much of the “damage” was done by automated trading systems this is a socio-technical issue, as human traders were still operating during the drop, and they set the algo parameters which so significantly contributed to the event.
3.4 Überlingen

In July 2002, two aircraft collided near Überlingen over the Bodensee (Lake Constance) [7]; the description here draws heavily on [8]. One aircraft was owned by DHL and was carrying freight; the other was a commercial aircraft carrying passengers, and operated by Bashkirian Airlines.

One of the roles of air traffic control (ATC) is to monitor flights and to offer guidance or instructions to aircraft so they maintain safe separation. In this case the primary control centre was Zurich. Many aircraft are also fitted with a Terminal Collision Avoidance System (TCAS) which is a “last resort” system which gives pilots “advisories” if it detects that there is another aircraft on a collision course. The TCAS systems coordinate their advisories so the two aircraft take diverging paths. Both aircraft were fitted with TCAS.

Description of the Event. In July 2002, a DHL-owned Boeing 757 aircraft collided with a Tupolev 154 operated by Bashkirian Airlines. All passengers and crew were killed. The trajectories are shown in Fig. 5, where the Bashkirian Airlines aircraft is moving South West, and the DHL aircraft is moving almost due South.

The two aircraft were initially on a collision course at 36,000 feet, and were first made aware of each other when their TCAS systems issued a traffic warning. Soon afterwards both aircraft received collision-avoidance instructions from TCAS — the B757 was to descend and the Tu-154 was to climb. Shortly after, the Tu-154 received an instruction from Zurich ATC to descend to avoid traffic. According to the cockpit voice recorder on the Tu-154, the pilot originally chose to follow the instruction from
TCAS. However, his co-pilot, a senior company executive who was on board in order to assess the pilot’s performance, overruled him, and the aircraft began to descend; this was in accordance with company procedures and the Tu-154 operations manual.

At no point did Zurich ATC give any instructions to the Boeing 757 pilot, although the pilot did tell the ATC that he was descending, shortly before the collision. The two aircraft descended to 35,400 feet where they collided.

The entire accident, from the first TCAS traffic warning to the collision, took slightly less than a minute. Neither pilot was aware of the precise location of the other aircraft until a few seconds before the collision. Zurich ATC was not operating at full effectiveness on the night of the incident. Only a single controller was working, rather than the usual two, and he had to cover two frequencies and two radarscopes. In addition, upgrade work on the Zurich radar processing system meant that the system’s performance was severely impaired. In particular, the STCA (Short Term Conflict Alert) function was not available. Further work on the ATC telephone network meant that it was unavailable. There was a backup line, but it was effectively useless due to technical problems.

The impending collision was noticed by a number of ATC centres in neighbouring regions, but they were unable to contact Zurich because of the telephone problems.

**Signature:** The key causal factors in the loss event are:

- Intrinsic flaw in that one airline took ATC as primary and the other took TCAS as primary, exposed by the circumstances;
- Protection systems (TCAS and ATC) rendered ineffective by the intrinsic flaw, and by reduced staffing and equipment problems in the Zurich ATC;
- Other protection systems, e.g. STCA and communications, rendered ineffective by the technical status of equipment at the Zurich ATC centre.

There are technical, socio-technical and organisational elements to this accident. It can be viewed as further along the spectrum towards an organisational accident, by comparison with the “Flash Crash” for at least two reasons. If DHL and Bashkirian Airlines had treated TCAS as primary, then the accident would have been averted. Further, Zurich ATC operating under such constrained conditions – low staffing, inoperative equipment – can be seen as an organisational failing.

### 3.5 Société Générale

In January 2008 Société Générale (SocGen) discovered that one of their agents, Jérôme Kerviel (JK), had been building up fraudulent trading positions over a number of years. The positions built up by JK amounted to about €50 Billion. These were “unwound” by SocGen resulting in a net loss of €4.9 Billion for the bank [9]. The actions taken by JK led to a court case and his being given a custodial sentence.

**Description of the Event.** The root of the problem came from “massive directional positions” [9], i.e. transactions assuming a massive movement of an asset’s price in one direction (without any hedging); JK’s activities went on over a number of years,
and it was only towards the end that these positions became “massive”. JK used a number of methods for hiding these positions, including a significant number (nearly 1000) of fictitious trades which both hid his fraudulent positions, and altered various parameters which were monitored by the bank to detect excessive risk-taking. JK also used intra-monthly provisions (adjusting information at month end) which hid his position. There appears to have been some collusion with a trading assistant (who would normally make such intra-monthly provisions) although this does not seem to have been proven in the Court.

The positions went undetected partly due to JK’s activities to conceal them, but also apparently due to poor supervision (although the decision by the Court could be seen as exonerating SocGen in this regard). For example, in 2007 JK was without an immediate superior for about two-and-a-half months, and no effective provisions for monitoring his activities were put in place during this period. Also, the new manager coming into post in April 2007 was weak [9], and the new manager was not given much support in taking on his new role.

A further factor, related to weak supervision, is the failure to act on the numerous alerts generated by systems which monitor positions and trades, for undesirable/ suspicious activity. For example, in January 2007, an unusually high number of trades were marked as pending or with no counterparty; these were in fact fictitious, so the alert was a clear sign of the issue. In many cases the alerts were direct evidence of the fraudulent activity; it seems that they were followed up, but explanations from JK were accepted, and issues not escalated to superiors. The internal investigation [9] showed some 64 alerts which were directly linked to the fraudulent behaviour (and several more which were indirect).

A number of other factors, e.g. monitoring the growth in JK’s share of the trades and profits in his division, and running a number of computer-based monitoring tools, could have helped to detect the problem. Also, it would have been possible to design the system so that JK could not make some of the trades, and his assistant would have had to, but this only increases the personal risk which would have been taken through collusion, rather than preventing the loss.

**Signature:** The key causal factors in the loss event are:

- Fraudulent behaviour, together with fictitious transactions which (to a degree) hid the inappropriate transactions;
- Failure of supervision, meaning that many of the systems put in place to detect such anomalous activity were either inoperative or not acted upon;
- Failure to investigate adequately alerts which indicated that fraudulent activity was taking place.

This is the closest to a “pure organisational” problem of the five examples reviewed here. Although there were technical systems which could have been used to help detect the fraud at an earlier stage than actually occurred these all appeared to work, if not perfectly, at least well enough to provide alerts and hence warnings of problems. The underlying “weakness” is that these systems were not used, for several reasons, including leaving JK without an immediate supervisor for a period of time, or because the warnings were not adequately handled.
3.6 Observations

The description of the signature of the above loss events is focused on protection, or barriers to accidents or other loss events (in the SocGen case, the supervision and alerts act as protection or barriers). One of the reasons for starting with two very simple examples is that the role (and inadequacy) of the barriers is reasonably obvious and unequivocal. Inevitably, for the more complex events, the choice of key factors is rather more selective (subjective) as there are many causal factors. Thus there is a risk of hindsight bias – but protection/barriers are introduced for a purpose, and it is thus worthwhile at least as part of our investigation considering why they were not effective, in these cases. There are some other factors that support the focus on barriers.

First, in some domains, e.g. nuclear, there are very clear design principles, e.g. [10], which are based around the idea of layers of protection. Here, the notion of protective layers and “defence in depth” seems to be fundamental to system design and risk control.

Second, even where the standards are not so explicit about protection, e.g. aviation, analysis of real system designs [11] indicates that the degree (number of levels) of protection varies with criticality. Thus it seems that design engineers “naturally” seek to introduce layered protection systems, even where this is not formally required.

Third, financial regulation also supports the idea of layers of protection, with measures both intended to reduce the likelihood of a loss event occurring, and to ameliorate a problem if it does arise [12].

Fourth, as is hopefully obvious from these examples, the notion of barriers is quite general and can apply to technical systems, to the interaction between technical systems and people (i.e. in the socio-technical space) and in organisations. Thus it seems to be a useful unifying concept.

We would thus argue that the focus on barriers is both relevant and valid as the basis for a “theory” and model of risk and loss in LSCITS (see below).

However, there is an apparently contradictory or countervailing issue which arises from standards and regulations – that is the requirement to evaluate risk, usually quantitatively. For example there are numerical targets for aircraft of $10^{-9}$ per flight hour for catastrophic events, and of $1.55 \times 10^{-8}$ per flight hour for ATC induced accidents (e.g. mid air collisions). In other domains, e.g. financial markets, the notion of risk targets is less explicit, but there is still an expectation that risk is evaluated quantitatively (see below).

To simplify the issue, we can state that designers are often required to quantify risks “before the event”. However it is less clear how useful this quantification is “after the event” (here we are thinking about it as an explanatory mechanism; it is clearly not meaningful to talk about the probability of an event arising after it has occurred).

Thus this initial assessment of these loss events leads us to a problem formulation (in the sense meant by van der Ven [1]): what is an appropriate risk assessment method for LSCITS?
4 Risk Analysis

The term risk is used in many different ways, but with broadly similar meanings – the chance of harm or loss. We briefly set out some of the key principles of risk analysis below then use these principles in considering risk in the five loss events described in section 3. This approach is adopted in order to throw light on the problem formulation set out above. This then leads on to the suggestion of a theory for risk in LSCITS – the next step in Van der Ven’s model (see Fig. 1) to help us to reach the point where we might define models which can be evaluated via experiments and interventions.

4.1 Risk Analysis Principles

In its simplest form, risk is normally represented as follows:

\[ \text{Risk} = \text{likelihood} \times \text{severity} \]

Where the likelihood is the probability of the loss event, or the frequency of the event, and the severity is the extent of the loss. This allows the risk of different events to be compared. For example, consider two risks, A and B, where:

- Risk A = \(10^{-7}\) per hour \(\times\) 10 deaths
- Risk B = \(10^{-6}\) per hour \(\times\) 1 death

Both have the same risk – an expectation of one fatality in a million hours, on average. Similar calculations can be done in terms of financial risk, e.g. expected loss of $10M pa.

Some models of risk don’t quantify severity, but rank it qualitatively, e.g.: catastrophic, major, minor, and then risk is evaluated in terms of the probability in each risk class. In some cases, the probabilities are grouped into classes as well; when this is done, risk is evaluated via a matrix, see for example MilStd 882D [13].

In some circumstances, other factors are introduced, e.g. exposure to the risk, or the controllability of the risk by the operators. It is not uncommon for the exposure to be used to modify the probabilities, and factors such as controllability to be used in determining risk categories. Although there are many variations on a theme, the notion that risk is fundamentally a combination of probability and severity of loss is fairly universal, and that will be the focus in our analysis.

Finally, it should be noted that we are always interested in predicting or estimating risk to answer questions such as “is this system safe enough to deploy?” Even when making post-hoc decisions, e.g. “is this system now too insecure to continue using?”, we are making predictions of future behaviour based on knowledge of the past.

4.2 Risk Analysis of Loss Events

As may be apparent from the loss event descriptions above, it is not always easy to evaluate risk. The approach taken here is to seek to identify, in broad terms, what would need to be done (or known) to evaluate risk quantitatively in each case. An assessment is made of what risk might have been estimated before the events, and
what might have been estimated with hindsight. This analysis is then used to inform a
discussion of an approach to risk assessment for LSCITS.

**Syringe Pump:** The safety risk of a device such as the syringe pump would normally
be evaluated using a tool such as fault trees [14] which enable accident probabilities
to be evaluated based on data about the failure probability and failure modes of basic
components, e.g. motors. To the author’s knowledge this wasn’t done, but a rough
estimate of risk can still be made. The intent was that there was triple redundancy: the
motor control, primary protection (quadrature system) and secondary protection
(linear grating) would all need to fail for the device to fail in a hazardous manner. A
failure rate of $10^{-3}$ per hour for each element is not unreasonable (a “rough” figure for
commercial electronics); thus the accident probability might have been estimated at
circa $10^{-9}$ per hour. With 10,000 devices in operation, this suggests 100,000 hours, or
about 11 years between accidents.

However this estimate was not appropriate, in the circumstances. Two critical
factors in the syringe pump accidents were the software which ignored “impossible”
inputs rather than detecting them and taking safe actions, and the Schmitt triggers
which could produce “impossible” inputs, at the extreme of their manufacturing
tolerances.

To estimate the likelihood of any syringe pump containing a Schmitt trigger with
the undesirable behaviour requires a model of the manufacturing distribution, and
hence what proportion of the production would have the “dangerous” behaviour.
Based on informal data on the system and the accident, this is about 100-1000 ppm
(parts per million), or one in 10,000 to one in 1,000.

The likelihood that this erroneous behaviour would give rise to the accident was:

- ~0 prior to the modification to the code which disabled the start of the linear
  grating checking for movement, until it was detected by the control
  subsystem
- 1 after this modification

Note that the post-modification probability could also have been made 0, with
defensive design of the software. However, without that design change between one
in 1,000 and one in 10,000 of the devices would have been flawed, giving rise to an
accident rate of one-ten per annum. Assuming that the Schmitt triggers “reliably”
produced poor signals, then the accidents would occur early in operational life, and
the actual accident rate per operating hour would be many orders worse than the
estimate of $10^{-9}$ per hour.

The optimism in the estimated risk arises because the model used for risk
estimation did not adequately reflect the way in which the devices (syringe pump
software and the Schmitt triggers) worked (and failed).

**The Cloud:** In the case of using the cloud to store calendars, a very informal risk
evaluation was undertaken. In essence a view was taken that cloud services were
highly resilient (gave good availability) and if the service proved poor, the diary could
be “repatriated” to a PC without too much difficulty. Also, an informal view of
security was taken – that the calendar data wasn’t too sensitive (although it would
allow someone to determine travel arrangements) thus password protection was
sufficient. However the terms of service say “you assume all risks and costs …”, so it should have been apparent that there were risks! Further, the terms of service do say “does not guarantee or warrant that any content you may store or access through the service will not be subject to inadvertent damage, corruption or loss”. However this was viewed (perhaps naively) as an “escape clause”, not a “real warning” so, informally, the view was that the risk of unauthorised access to data was low, and the risk of “losing” the data was effectively nil.

As was the case in the syringe pump example, the model used for risk estimation was inappropriate. As it turned out, the real cost of the failure was in the time to retype the calendar into a different tool (and this wasn’t even identified as an issue) and the failure mechanism, i.e. inability to re-export the calendar, was not considered either although, arguably, the wording of the terms of service should have sensitised me to this possibility.

**Flash Crash.** Financial markets have long understood the concept of “market risk”, see for example [15], and related concepts such as credit risk. These ideas are also at the basis of bank regulation; under the “Basel 2” arrangements banks have to hold reserves based on the notion of the “Value-at-Risk” (VaR). At its simplest, the requirements are for banks to maintain a level of capital which covers VaR at the 99.9\(^{th}\) percentile confidence interval [16]. Whilst the details are complex, as many of the traders involved in the “Flash Crash” will have used hedging techniques (buying options to enable adverse movements in the price of assets to be offset), the majority if not all of the organisations involved will have undertaken some form of market risk analysis.

However what happened in the “Flash Crash” was not a market risk, but a systemic risk (or, perhaps better, the systemic issues meant that the market risk analysis was not accurate). The concept of systemic risk in financial markets is not new. In 2008 Long-Term Capital Management (LTCM), a US hedge fund, lost about 90% of its capital in about 9 months, for example losing $1.8 Billion in August 2008 alone. It was “rescued” as there was a concern that it could collapse and cause significant consequential business failures [17]. The root cause of the “Flash Crash” was not the same as with LTCM – instead it was a socio-technical problem caused by a combination of the use of algo trading and the way certain trading parameters were set. However the critical point here is that the classical market risk analyses were not good predictors of events – again the underlying model of risk was inappropriate.

**Überlingen.** The safety of air traffic management in Europe is subject to Eurocontrol regulations, specifically ESARR 4 [18]. ESARR 4 sets a quantitative target for catastrophic accidents, which includes mid-air collisions, in European controlled airspace of 1.55 \(\times\) 10\(^{-8}\) per flight hour (the figure is derived from historical achievement). It also requires “use of a quantitative risk based-approach in Air Traffic Management when introducing and/or planning changes to the ATM System” (section 1.1). In other words, providers of ATM services are required to provide a quantified risk assessment which shows that the risk of accidents, such as that at Überlingen, are less than 1.55 \(\times\) 10\(^{-8}\) per flight hour.

Due to the way regulation is carried out, the services at Zurich will either have been subject to this regulation, or evaluated based on similar regulations which require a quantitative risk assessment. Thus there was a belief, prior to the accident,
that the risk per aircraft was of the order of $10^{-8}$ per flight hour. As there are many accumulated flight hours in Europe, the occurrence of this one accident does not mean that this average accident rate has been exceeded, however it is very unlikely that the models on which the risk assessment was carried out will have reflected the circumstances which arose at Überlingen.

In particular, the risk assessment models would have assumed proper staffing, working telephones, working STCA, etc. – or perhaps more accurately, the models would have assumed that where there were such deficiencies appropriate means would have been taken to mitigate risks, e.g. calling on neighbouring centres. TCAS is viewed as an aircraft system, not part of ATM, so it is unlikely that the ATM risk analysis would have considered TCAS. Further, it seems very improbable that the risk analysis would have considered the fact that ATM might have, in effect, rendered TCAS ineffective by giving instructions which over-ruled this “last line of defence”. So, once more, the model (which almost certainly would have been) used for the risk calculations was not representative of the situation that arose.

Société Générale. SocGen will have carried out market risk analysis but, as with the “Flash Crash”, what happened was “outside” the models used to assess risk. However, what occurred at SocGen would generally be classified as operational risk, rather than systemic risk. There are, nonetheless, similarities with the “Flash Crash”. The type of problem seen was not unprecedented; for example work by the Federal Reserve Bank of Boston [19] states that the “capital charge for operational risk will often exceed the charge for market risk”. Put another way, the VaR for operational issues may well be greater than that due to the market.

As the causes of the SocGen issues were largely organisational, an effective risk model would have to address these issues. Some work has been done in this area, e.g. using Bayesian approaches to modelling operational risk including fraud in insurance [20], but this remains a little explored area, to the author’s knowledge.

4.3 Risk Analysis for LSCITS

The examples given above show that “classical” analyses of risk do not shed much light on the causes of the loss events. Implicitly, system safety engineering methods (which apply to the syringe pump and Überlingen) assume that physical failure mechanisms reflect aleatoric or aleatory uncertainty, i.e. “randomness”, which can be characterized by a stochastic model. Further, we implicitly assume ergodicity – i.e. that past failure behaviours are good predictors of the future. Based on these assumptions we can use probability density functions (PDFs) and often we approximate those functions by point probabilities, e.g. the mean of the PDF, in evaluating risk. Such approaches are good ways of modelling processes such as the tossing of coins, and the failure of simple components, e.g. resistors. They underlie the most common quantitative models of system safety, e.g. the calculations supporting fault tree analysis. Similar assumptions underlie the processes of modelling market risk (and in some approaches to software safety [21]).

However, in many cases we face epistemic uncertainty, i.e. limited knowledge of the system model or of the stochastic model. In other words we do not know the shape of the PDF, nor can we estimate its mean. In the cases above, whether sophisticated
risk analysis was carried out, or it was very informal, as in the cloud example, the loss events are much better explained in terms of epistemic uncertainty – or to put it simple, the wrong model was used.

There is a further factor in some cases – that the models need to change (or be changed). In other words even if the right model was used in the initial assessment of risk, the system structure and thus the model which is used for assessing risk changes as the system operates and evolves. As markets and trading systems evolve rapidly, it is almost inevitable that, in situations typified by the “Flash Crash”, any analysis done before introducing a new trading system would rapidly become inaccurate. Further, in the SocGen case, the risk controls assumed a model of the organisation with people filling key roles – the risks were very different when JK’s superior left and was not replaced for over two months.

Returning to Van der Ven’s framework, we can propose an explanatory theory: risks and loss events in LSCITS are better explained via analysis of epistemic uncertainty than aleatory uncertainty.

Note that this is not to say that the techniques based on aleatory uncertainty are worthless – indeed it can be argued it is because they are so effective that the epistemic factors dominate in actual loss events. However, even if it is accepted that this is a plausible explanatory theory, it does not really help us towards a model which can be used to analyse LSCITS, so we now consider some aspects of the LSCITS “stack” and consider how we might use this to build a generative theory, as a step towards a model (in Van der Ven’s terms).

In an analysis of Australian defence avionics systems [11] it became clear that there are “layers of protection” against systematic (design) faults in systems, which vary with criticality – the worse the outcome the more the layers of protection. Further the “innermost” layer of protection was concerned with either avoiding or containing any systematic causes of hazards, at source, and the outer layers were concerned with detection and mitigation (of hazard causes). Barriers can be seen in all the five examples discussed above; in some cases these are technological, and in several of the cases they are organisational. This leads us back to the LSCITS “stack” – or something like it.

We can think of “barriers” in the following ways:

- Prevention of problems, at source, or managing them to a low and controlled probability of occurrence – the province of PSS, and other techniques, e.g. Six Sigma, where the processes are human and organisational, not technical;
- Detection and mitigation of technical problems – (in part) the province of HISE, especially considering the interaction of peer components (in a system or SoS);
- Prevention of socio-technical problems, and detection and mitigation of problems through socio-technical means – the province of STSE which is both concerned with good socio-technical system design, and with handling errors arising at this level;
- Prevention of organisational problems, and detection and mitigation of problems through organisational means – the province of CiO which is both concerned with good organisational design, and with handling errors arising at this level.
In general the “barriers” can be characterised in the following ways:

- Their detection and handing of failures (undesirable behaviours) which arise from lower levels;
- Their detection and handing of failures (undesirable behaviours) which arise from peer systems;
- Internally generated failures (undesirable behaviours);
- Failures (undesirable behaviours) “exported” to higher levels.

If this is an appropriate way of looking at LSCITS, in this context, then a means of evaluating risks is needed. We briefly discuss this below, but first set out a further “theory” in the sense of Van der Ven’s framework. We propose a generative theory: **risks and loss events in LSCITS are best controlled (and risks estimated) via the design and analysis of barriers.**

In order to proceed from the above theory towards a model, in Van der Ven’s terms, we need to produce means of identifying the need for barriers, for “designing” them, and for evaluating risk. For brevity, we assume here that barrier identification is possible, e.g. by using adaptations of current methods, which do identify barriers in both technical systems and organisations, and focus on risk evaluation. There are at least three possible approaches:

- Qualitative approaches, e.g. the use of tabular ways of expressing the “depth of defence” against particular potential causes of loss events – these can then be evaluated based on loss event severity, to assess the adequacy of risk controls (this is essentially a generalisation of the approach used for safety in MilStd 882D [13]);
- Quantitative approaches, perhaps by extending the Fault Propagation and Transformation Analysis (FPTA) method [22] developed in part through the LSCITS programme, to consider fault propagation between barriers;
- Quantitative approaches, building on Bayesian approaches such as those proposed for operational risk [20].

It may be practical to combine these approaches in particular ways, or to learn from them, e.g. using the scenario testing approach proposed in [20] to validate FPTA models. In practice, it might be that the quantitative approaches are best thought of as means of ranking designs (sets of barriers), than evaluating risk in the aleatory sense, or in the sense of loss per unit time, which is the underlying measure in safety and in financial risk. In practice, the idea of scenario testing may prove to be vital, as the only practicable way of handling system complexity.

Several of the examples discussed above, e.g. the financial ones and Überlingen can be viewed as SoS. A characteristic of an SoS is that the constituent systems – its configuration – changes over time, and typically faster than individual systems can be redesigned. If any change violates assumptions made about the SoS then there can be undesired behaviour – such changes can be thought of as inflection points [23]. No SoS or system design can be robust against all potential changes, but perhaps it might prove possible to use scenario testing on barrier models to demonstrate robustness against epistemic uncertainty – or at least to identify what classes of change bring
about undesirable inflection points. Of course, this will only be as good as the underlying models.

5 Discussion

There has been work, particularly in the safety community, focused on the modelling and analysis of accidents. We review this work here, and draw some distinctions with the approach which we have outlined above. We then make a few further observations about the difficulties of quantification of risk for high criticality systems.

Peter Ladkin in Bielefeld has developed Why-Because Analysis (WBA) [3] as a “rigorous technique for causally analysing the behaviour of complex technical and socio-technical systems”. Whilst it is also intended to assist in analysing safety requirements, to the author’s knowledge it has found greatest utility in accident analysis, where its flexibility enables it to be used to address relevant causal factors. Our experience with WBA, for example [8] which analyses the Überlingen accident, and our as yet unpublished work on the Wenzhou train crash, shows its utility. Indeed, one possible step for making the ideas set out above more rigorous would be to analyse all the loss events using WBA. However our work on Wehzhou suggests that WBA is not good at dealing with influences, rather than causes, thus there may be merit in seeking to extend WBA before analysing all the above loss events.

Further, we are not aware of cases where WBA has been used proactively to drive designs and we do not see how it would help in identifying barriers, although we note that [3] refers to the use of WBA to identify requirements. As we understand it, WBA does not help to evaluate risk (at least quantitatively) although again one can envisage ways of extending the method to do this.

Nancy Leveson at MIT has developed STAMP [24] as a means of analysing both socio-technical and organisational causes of accidents – thus it gives a framework for analysing the type of loss events discussed earlier. One of the great attractions about STAMP is that it gives a generic model of factors in accident causation from low-level technical issues through organisations, up to political institutions. A number of examples using STAMP have been published. However our experience, to date, has been that it is hard to apply, and that the guidewords in the method for assessing deviation from intent do not seem to be sufficiently comprehensive. For example, one of the issues in the Wenzhou accident is that the Ministry of Railways (MoR) was both the operator of the trains and the regulator; although the STAMP model identifies operators and regulators there is no obvious way to reflect the conflict of interest (potential single point of failure) due to MoR’s dual role, in that framework. As one of the key factors in some of the five loss events discussed above was single point failures which undermined multiple protective barriers, this at present seems to be a limitation of STAMP (this must be viewed as a tentative assessment as our work on Wenzhou is ongoing).

Like WBA, we have yet to see STAMP used proactively in system design although there is nothing intrinsic in the method which should prevent this. Again, like WBA, STAMP does not appear to provide a basis for evaluating risk in the sense investigated here although, again, extensions might be possible.
Recent work on resilience engineering [25] has a stronger influence on the ideas set out herein. Both in his publications on resilience engineering, and in prior work, Hollnagel emphasises the importance of designing barriers, and the need to assess human behaviour and cognitive processes, in designing systems and barriers. As we develop the ideas set out above we need to draw on the insights from resilience engineering, but note that the scope of our endeavour is broader – seeking to take a unified view of critical systems, rather than the focus on safety in Hollnagel’s work.

Other work in LSCITS is addressing issues relevant to the approach outlined here, for example the use of responsibility modelling as an aid to risk analysis in socio-technical systems [26]. As currently defined, this work would most naturally form part of the qualitative risk analysis approach identified above (indeed we have used it this way in our Wenzhou analysis).

There is some literature, for example [27], which is casting doubt on the validity of quantitative risk assessment. This can be read two ways: as supporting our analysis here, by confirming that real-world risk assessments are often flawed, or contradicting it by implying that trying to quantify risk is impractical. We hope, in time, to be able to support a third view; that taking an approach, informed by quantitative analysis, can lead to more robust designs (e.g. better and better-placed barriers) and more resilience to changes in models, than achieved by current approaches. Separately, we are working on approaches to assessing whether or not risk predictions are valid, or trustworthy.

As indicated earlier, there is a risk of hindsight bias, including finding examples which confirm the author’s hypothesis. Also identifying “root causes” of a loss event is always judgemental – in other words, when do you stop looking for prior causes of events? In the cases considered, several are the subject of existing public domain analyses, so this helps avoid hindsight bias. Further, barriers are intended to stop the propagation of faults and errors – so it is not biased to observe that they weren’t effective, once a loss event has occurred.

Further, the author’s “foresight bias” was that the loss events would be explained by change – in the technical system, in usage, etc. In some of the examples, e.g. the syringe pump (technical) and Überlingen (organisational) there are clear changes (if only temporary in the case of Überlingen) which have a causal influence on the loss event, but the other cases are less clear-cut. Arguably, they all involve change – with the “cloud” example it was moving a calendar, with the “Flash Crash” and SocGen there were changes in behaviour. However these can be viewed as changes in usage within design parameters, not a change in the intended usage. Partly for this reason, and also because change can be thought of as one of the possible reasons why the models used for analysis do not reflect the system (in the broadest sense) as used, it was decided to treat epistemic uncertainty as the primary factor in the explanatory theory. Whilst we cannot prove that there is no hindsight bias, the fact that this is an explanatory theory, and it is not used directly to produce the generative theory and any solutions, makes the problem of hindsight bias less of a concern than it might otherwise be.

Finally, we believe that the observation we have made about the limitations of risk analysis because the causation of loss events is based more on epistemic than aleatory uncertainty to be a distinctive, if not unique viewpoint. There are, for example, criticisms of ESARR 4, e.g. [27], which challenge the underlying safety models in ATM (especially for setting targets), but this, and all the other examples we know,
focus on a particular system or scenario. However, if nothing else, this analysis of ESARR 4 serves to show how important it is to analyse the models behind standards, as well as systems designs, to ensure that they are effective in their role.

6 Conclusions

There are growing numbers of LSCITS in operation, many of which are critical, e.g. those supporting ATM and the financial markets. Also more “classical” safety-critical applications are becoming more extensively networked. The failure or misbehaviour of such LSCITS could lead to harm, be it in terms of loss of life or financial impact. This paper has sought to demonstrate, by means of examples, that classical approaches to assessing risks of critical systems have severe limitations in practice, and do not seem to be effective for LSCITS. In general this is because the basis on which the risk assessment is done is not representative of the causal mechanisms in actual loss events.

Our approach in this paper has been influenced by Van der Ven’s approach to research in social sciences, building research problems and theories from empirical observations. Although this is perhaps unusual, it seems justified in that the social sciences deals with very complex situations where experimentation (in the classical scientific sense) is not possible – and the same problems exist in assessing the effectiveness and risks of LSCITS. It is our intent to take this on further, to build models from which we can then plan and conduct experiments to help refine our ideas. To do this requires at least three areas of exploration:

- Assessment of the signatures of a larger set of loss events;
- More rigorous assessment of the causal structures and signatures of a number of loss events, e.g. using WBA;
- Construction of a prospective model for system risk analysis and design refinement, perhaps based on work on FPTA and Bayesian approaches to risk analysis (to rank risks, if not to evaluate them accurately).

An underlying assumption in the approach we have sketched here is that the concept of barriers is a useful abstraction in LSCITS. It has several merits:

- The concept is already used in technical systems, e.g. aviation and nuclear, and in organisations, e.g. the financial sector, and is one of the underlying principles in resilience engineering;
- The concept applies independent of implementation technology;
- It offers a significant abstraction away from the detail of an LSCITS;
- Analysis of “integrity of barriers” may give a way of assessing the continued robustness and resilience of a system (or SoS) following change.

In extending this work, one of the key challenges will be to demonstrate that the concepts are effective in the presence of change, especially in SoS, as this is central to the challenges of constructing and assuring LSCITS.

Finally, the LSCITS principals have recently set out their views on the engineering of LSCITS [29], and identified several challenges. It is hoped that the work set out
here will contribute to providing solutions to two of these challenges: 5 ("how can systems be designed to recover from failure?") and 6 ("how can we manage complex, dynamically changing system configurations?"). If we can do this, then we will have made a significant contribution to the understanding of how to design and assess LSCITS for critical applications.
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Abstract. The abundance of software that will be more and more available will promote the production of appropriate integration means (architectures, connectors, integration patterns). The produced software will need to be able to evolve, react and adapt quickly to a continuously changing environment, while guaranteeing dependability through (on-the-fly) validation. The strongest adversary to this view is the lack of information about the software, notably about its structure, behavior, and execution context. Despite the possibility to extract observational models from existing software, a producer will always operate with software artifacts that exhibit a degree of uncertainty in terms of their functional and non functional characteristics. Uncertainty can only be controlled by making it explicit and by using it to drive the production process itself. This calls for a production process that explores available software and assesses its degree of uncertainty in relation to the opportunistic goal $G$, assists the producer in creating the appropriate integration means towards $G$, and validates the quality of the integrated system with respect to the goal $G$ and the current context. In this paper we discuss how goal-oriented software systems can be opportunistically created by integrating under uncertainty existing pieces of software.

1 Introduction

Increasingly, software applications will be produced following a production process paradigm that will be based on the reuse of non-proprietary software, often black-box and on software integrator systems that will ease the collaboration of existing software for the realization of new functionalities. The produced software will be inherently dynamic since it needs to operate in a continuously changing environment and must be able to quickly react and adapt to different types of changes, even unanticipated, while guaranteeing the dependability today’s users expect.

This evidence promotes the use of an experimental approach, as opposed to a creationistic one, to the production of dependable software. In fact, software

---

1 We refer to the general notion of dependability, as defined by IFIP Working Group 10.4: “the trustworthiness of a computing system which allows reliance to be justifiably placed on the service it delivers”.

development has been so far biased towards a creationist view: a producer is the owner of the artifact, and with the right tools she can supply any piece of information (interfaces, behaviors, contracts, etc.). The Digital Space promotes a different experimental view: the knowledge of a software artifact is limited to what can be observed of it. The more the observations will be powerful and costly the more the knowledge will be deep, but always with a certain degree of uncertainty. Indeed, there is a theoretical barrier that limits, in general, the power and the extent of observations.

The big challenge underlying this scenario is therefore to accept that this immense software resources availability corresponds to a lack of information about the software, notably about its behavior and on its execution context. A software producer will less and less know the precise behavior of a third party software service, nevertheless she will use it to build her own application. This means that the producer will operate in an environment in which the available services, and hence their related software artifacts (e.g., behavioral models, interface descriptions), exhibit a degree of uncertainty in terms of their functional and non-functional characteristics (e.g., approximated behavioral models, incomplete interfaces, inaccuracy of performance parameters). We borrow Galbraith’s definition of uncertainty, as taken from [35]: it “defines uncertainty as the difference between the amount of information required to perform a task and the amount of information already possessed”. Indeed, in the software domain we see a flourishing of tools and methods to elicit approximated behavioral models of running systems. This problem recognized in the software engineering domain [23] is faced in many other computer science domain, e.g., exploratory search [45] and search computing [15], as well as software risk management [12], economics and other social domains [35]. In order to face this problem and provide a producer with a supporting framework to engineer the future software applications we envision a process that implements a radically new perspective.

In this paper we move some steps in the definition of Eagle [4], an integrated model-based framework of theories, models, model-driven techniques, and tools to support the perpetual explore-integrate-validate production process of dependable software in the digital space, i.e., goal-oriented software systems that are opportunistically created by integrating under uncertainty existing software and that are dynamically evolving within a perpetually changing context. Specifically, we focus on the integration synthesis phase that aims at producing integration means to compose the explored software together in order to produce an application that satisfies the goal and that is able to tames uncertainty. The idea is that the integration solution compensates the lack of knowledge of the composed software by adding integration logic like connectors, mediators and adapters.

The paper is structured as follows: Section 2 presents the state of the art and motivates the work. Section 3 recalls the Eagle approach while Section 4 explains the integration synthesis promoted by Eagle. Final remarks are discussed in Section 5 while the paper concludes in Section 6.
2 State-of-the-Art Overview

EAGLE calls for uncertainty-aware and partial models. Uncertainty here corresponds to a measure, in a given metric system, of the incompleteness and inaccuracy of the models with respect to the goal $G$, which is due to the nature of the elicitation technique, its cost, and the operative context of the software system. EAGLE systems opportunistically integrate pieces of software as available in a non-ideal world: this leads to accept incomplete information, hence accepting systems that represent the strictly necessary solution for satisfying the specified goal, possibly also in face of risks identification and prioritization. Thus, goal-oriented validation is another key aspect for EAGLE. As discussed below, there exist many methods and techniques to account for uncertainty while developing software systems. All of them operate within different domains and consider uncertainty at different abstraction levels by also exploiting different software models. In this direction, one of the aims of EAGLE is to combine/extend existing techniques and methods into a unified uncertainty-aware framework. Therefore, our state-of-the-art overview is organized in several parts: Section 2.1 discusses approaches addressing the problem of deriving partial models from implemented systems. Section 2.2 presents the models@runtime approach and Section 2.3 concentrates on automatic connector synthesis to support software integration and coordination. Finally, Section 2.4 focuses on functional and non-functional Verification and Validation (V&V) under uncertainty.

2.1 Derivation of Partial Models

Many reverse engineering techniques have been applied to recover software architectural information from software systems. These techniques result in different structural models that describe approximations of the system internal structure [42]. Several approaches have recently addressed the problem of deriving partial behavioral models from implemented systems. In [8] we propose a method that combines synthesis and testing techniques in order to automatically derive the behavior protocol of a web-service out of its WSDL interface. In [22] the authors propose an approach to construct partial models for representing sets of alternatives and to use those alternatives for reasoning. In [44] the authors propose a synthesis technique that constructs partial behavioral models in the form of Model Transition Systems (MTS), a combination of safety properties and scenarios. In [32] the authors describe a technique to automatically generate behavioral models from (object-oriented) system execution traces. The work described in [25] aims to infer a formal specification of stateful black-box components that behave as data abstractions by observing their run-time behavior. In [18] the authors propose tools and techniques to automatically derive models from running open source software systems in order to enable the simulation of their upgrades and to detect possible configuration inconsistencies.
2.2 Models@runtime

The models@runtime approach \cite{9} seeks to extend the applicability of models produced in Model Driven Development (MDD) \cite{30} approaches to the run-time environment. An example of design models application at run-time has been proposed by the PLASTIC project \cite{2}. The PLASTIC development process \cite{32} relies on model-based solutions to build adaptable context-aware service-oriented applications. It encompasses methodologies and software tools to generate QoS models and adaptable application code from UML-based specifications. In this setting, opportunistic reuse of heterogeneous pieces of software, context awareness, run-time evolution, adaptiveness and uncertainty represent challenges that can be addressed by adopting a models@runtime approach \cite{9}. Modeling techniques coupled with MDD capabilities, such as model transformation and code generation, provide viable means to enable system monitoring, model analysis and adaptation at run-time \cite{27}. In \cite{10} variability models are reused at run-time to support self-reconfiguration of systems when triggered by changes in the environment. In \cite{33} run-time models of a system are used to reduce the number of configuration and reconfigurations to be considered when planning adaptations of the application. In \cite{24} the use of configuration graphs is investigated as a means for monitoring and recording information about the system adaptations. As discussed in \cite{31}, meta-models allowing the definition of models where design-and run-time concepts are combined represent another key aspect for the creation and exploitation of effective run-time models. In the context of free and open source software systems, we use models@runtime to manage the upgrade of system configurations \cite{18}. These approaches recognize the need to produce, manage and maintain software models all along the software’s life time in order to assist the realization and validation of system’s adaptations while the system is in execution.

2.3 Automatic Connector Synthesis to Support Software Integration and Coordination

The first approaches to connector synthesis appeared in the 90s in the control theory domain \cite{38} and, thereafter, they have been revised to fit the domain of software (embedded) systems \cite{11}. The aim of these approaches is to automatically synthesize a controller that restricts the system behavior so as to satisfy a given specification. In \cite{14,37} LTSs are used to model the I/O behavior of components and automatically synthesize a set of constraints on the components’ environment that allow deadlock avoidance. In \cite{43} we show how to automatically derive either a centralized or distributed connector from a specification of the components’ interaction and of the requirements that the composed system must fulfill. However, these approaches do not take into account both possible run-time changes in the environment and non-functional requirements of the system to be integrated. The CONNECT project \cite{3} overcomes these limitations.

\footnote{FP6 IST EU PLASTIC, http://www.ist-plastic.org/}
\footnote{FP7 FET EU CONNECT, http://connect-forever.eu/}
promoting the development of automatic connector synthesis approaches that can be efficiently performed at run-time [29]. EAGLE aims at tackling the problem of automatically synthesizing integrators at run-time under uncertainty.

2.4 Functional and Non-functional Verification and Validation under Uncertainty

The idea of moving V&V activities at run-time [6] has been often realized by introducing monitoring activities both for functional and non-functional properties, and more recently by moving testing to on-line [7]. Uncertainty in EAGLE calls for compositional V&V techniques that permit to perform partial V&V (based on the information currently available) and to instrument the system so to be able to support on-line V&V. Many works have been proposed in compositional verification and, in particular, in assume-guarantee reasoning [17, 26, 19]. Bayesian models (such as Bayesian Networks [36]) can be considered as the stochastic counterpart of the assume-guarantee paradigm. In this direction, an example of bayesian approach for modeling the reliability of a software component-based system, given the reliability of its components, has been presented in [40]. More sophisticated stochastic models can be used to take into account uncertainty in non-functional validation processes. Hidden Markov Models (HMM) [20] are typically used to model systems that have Markovian characteristics in their behavior, but that also have some states (and transitions) for which only limited knowledge is available. Finally, theories [28] and techniques [10] for compositional approaches to testing have been investigated.

3 The EAGLE Approach

The EAGLE approach promotes a novel production process (see Figure 1) that builds around three iterative phases explore-integrate-validate as follows [4]:

(i) **Explore:** explore available software services with the aim of extracting models as much complete as possible with respect to an opportunistic goal G. This means that, within the proposed software production process, we admit to deal with models that may exhibit a high degree of incompleteness, provided that they are accurate enough to satisfy user needs and preferences. For sake of validation, we will consider behavioral models annotated with quantitative non-functional parameters (e.g., Probabilistic Automata, UML+MARTE models, Queueing Networks, etc.);

(ii) **Integrate:** assist the producer in creating the appropriate integration means to compose the explored software together in order to produce an application that satisfies G (e.g., from specific architectural integration patterns to solutions enforcing suitable architectural constraints). The integration solution can indeed compensate the lack of knowledge of the composed software by also adding integration logic like connectors, mediators and adapters.
(iii) **Validate**: dynamically validate the integrated system to assess its quality with respect to the goal $G$ and the current context. This also requires to check whether a change in the goal or in the context occurs, so to seamlessly re-enact the explore-integrate-validate process to adapt to the change(s).

Feedbacks coming from validation and goal monitoring activities (see Figure 1) will instruct the process on whether proposing a new integration architecture (e.g., with the aim to act on the integration means, such as connectors, to avoid interactions that prevent the achievement of the goal), or reiterating the entire process to incrementally elicit more accurate software models (a specific lack of information in the considered models may lead to a meaningless validation). The explore-integrate-validate iteration is terminated once the validation step shows that the goal is achieved. Indeed, whenever changes in the monitored environment occur, the reiteration of the entire cycle might also be triggered (as new context may invalidate the goal).

In more details, according to Figure 1, if $S_1, \ldots, S_k$ are (with respect to the goal $G$) the candidate pieces of software that are being elicited by an explorative technique $i$, the result of an explorative phase, $elicitation_i(S_1, G), \ldots, elicitation_i(S_k, G)$, is a set of models $M = \{ M_1^i, \ldots, M_k^i \}$. Each model shall have associated its own accuracy, and hence its own metric for measuring the degree of uncertainty $u_{M_j^i}$. Moreover, each elicited model $M_j^i$ has a cost $c_{M_j^i}$ that represents a quantitative measure of the effort to elicit $M_j^i$ with an uncertainty degree $u_{M_j^i}$. The **Explore** box of Figure 1 shows a curve for the explorative technique $i$, that is able to elicit the model $M_1^i$ with different costs and uncertainty degree (along the curve). In general, a piece of software can have associated different models, as derived from different observations performed by different elicitation techniques. That is, the **Explore** box has a certain multiplicity (as represented by the dashed box boundaries) given by the multiplicity of the pieces of software under observation and of the explorative techniques. Similarly, different models of context $C = \{ C_1, \ldots, C_n \}$ can be elicited and analogous definitions of uncertainty and cost metrics can be introduced for them.
4 Integration Synthesis for Taming Uncertainty

As previously mentioned, we are primarily interested in extracting behavioral quantitative models of the software interaction protocols, and in modeling contexts together with their evolution. The elicited models can be incomplete and/or inaccurate with respect to the related software and the goal that the system has to achieve. The first refers to the behavioral modeling, i.e., less and/or more traces, the latter to the quantitative modeling, i.e., inaccurate probabilities and/or quantitative indices [33]. As anticipated in Section 2, in this context uncertainty corresponds to a measure, in a given metric system, of the incompleteness and accuracy of the models with respect to the goal $G$, which is due to the nature of the elicitation technique, its cost, and the operative context of the software system.

Analogously to testing where the notion of coverage is pivotal to any metrics to assess the effectiveness of testing, reasoning about the quality of the elicited observational models needs similar notions. Indeed, in the EAGLE scenario we are interested in developing systems by opportunistically integrating pieces of software and in assessing costs subsequent to choices, as in the “value-based” paradigm [11], so to achieve the goal most effectively. For the elicitation techniques, it shall therefore be possible to: (i) establish what portion of the goal specification can be fulfilled by the system under exploration, possibly under some assumptions on the environment; and (ii) select the suitable exploration techniques and establish a convenient strategy for their usage according to the cost of the elicitation process, as specified by the user preferences and needs.

To better explain how the integration synthesis promoted by EAGLE tames uncertainty, let us introduce a hypothetical scenario of EAGLE at work. Let us consider an e-commerce web service, $EcommerceWS$, with the aim of eliciting a behavioral model of it. The goal $G$ is a combination of functional and non-functional properties, that can be informally expressed as follows: (i) to achieve a successful interaction among $EcommerceWS$ and a client of it, i.e., to ensure that the client always progresses on buying items, (ii) to achieve a certain level of reliability of the whole system, where this attribute is given by the combination of the client and the web service reliabilities.

The explore step might use different techniques to elicit behavioral models of the software under exploration, e.g., from standard analysis techniques complemented with statistical inference to machine learning techniques [21,13]. An elicited model $M$ has a degree of uncertainty with respect to the system $S$ and the goal $G$. In general, different models, each with its own degree of uncertainty, may exist. This is shown in the Explore box of Figure 11 where $S$ can have associated different models obtained through elicitation techniques with different costs and uncertainty degrees. Similarly, different models of context can be elicited and analogous definitions of uncertainty and cost metrics can be introduced for them. As a possible technique to be used in the explore step, we consider a version of the StrawBerry tool [8] that, for the EAGLE purposes, is enhanced to deal with the uncertainty degree of the elicited models.

Coming back to the example, clients of $EcommerceWS$ can open a session, add a product to a shopping cart and buy items added to the cart. When an item is
bought, it is removed from the cart. The operation used to buy a product, named \textit{buyProduct}, is successfully concluded only if the shopping cart connected to the current session is not empty, an error will be raised otherwise. By taking as input the WSDL of \textit{EcommerceWS}, the current version of \textit{StrawBerry} produces a finite state automaton modeling the interaction protocol that a client has to follow in order to correctly interact with \textit{EcommerceWS}. For the sake of the scenario, the enhanced version of \textit{StrawBerry} shall produce the probabilistic automaton for \textit{EcommerceWS} in Figure 2.a. This automaton is potentially incomplete and the probabilities represent the uncertainty of the elicitation technique. Indeed, the operation \textit{buyProduct} has a probability 0.6 to happen and to loop on state 3 (e.g., the case of successfully buying an item). The incompleteness of the model concerns the remaining cases in which \textit{buyProduct} happens with a probability 0.4. In these cases, the model does not express what the behaviour of \textit{EcommerceWS} may be, i.e., which states may be reached (e.g., when trying to buy an item from an empty cart). For instance, there might be other two \textit{buyProduct} transitions from state 3, both with probability 0.2, going to state 1 and 2 respectively. The reason for this incompleteness of the model may depend on limits to the cost of the elicitation process as specified by user preferences and needs. Uncertainty on the behavior can also affect the estimate of reliability for sake of goal satisfaction, along with the uncertainty on the values of fundamental reliability parameters, such as the probability of failure of the \textit{buyProduct} operation.

The \textbf{integration} step shall support the producer in creating the most effective (to the goal $G$) integration means that takes into account the uncertainty degree, and the associated cost, of each single elicited model. During the integration step, by reasoning on their elicited models and further accounting for the tradeoff between uncertainty degree and cost, the candidate pieces of software are selected. Then, an integration architecture $IA$ is synthesized, possibly automatically (see the Integrate box of Figure 1). $IA$ is synthesized by making assumptions on the uncertain behavior of the selected pieces of software, as well as on the uncertain reliability parameter values, in order to achieve the goal $G$. That is, the integrated system satisfies $G$ only if the assumptions hold. As detailed later, the validation step is responsible to check such assumptions. Thus, $IA$ plays a crucial role in influencing the overall uncertainty degree of the final integrated system $S$, as different $IAs$ may result in different uncertainty degrees for $S$. By continuing our example, \textit{EcommerceWS} and \textit{Client} are the

\begin{figure}[h]
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\caption{\textit{EcommerceWS} sample: explore and integration}
\end{figure}
components that have been selected to build the integrated system. Actions denoted with the overbar in Figures 2 and 3 correspond to output actions, all the others correspond to inputs. The goal to be considered while producing the IA is that the integrated system, i.e., the one composed of EcommerceWS, Client, and the synthesized IA, always progresses on buying items with the required level of reliability. For instance, in Linear-time Temporal Logic, the functional part of goal $G$ can be formally expressed as follows:

$$G = !(< > [ ])(buyProduct)$$

whereas the non-functional one (in a simplified formulation) as follows:

$$Rel(Client) \ast Rel(EcommerceWS) >= targetrel$$

where targetrel is the required level of reliability. In this example, IA assumes the form of a mediator (see Figure 2c), which is an additional software entity that can be synthesized. It suitably mediates the interaction between EcommerceWS and Client in order to achieve $G$ provided that some assumptions on the incomplete behavior and the reliability parameters of EcommerceWS hold. By referring to Figure 2c, Mediator assumes that EcommerceWS reaches state 2 after a failure occurred while buying items. The transitions of the mediator model are labeled according to the following template:

$<$Client operation$>.<$EcommerceWS operation$>,<$probability to happen$>$

The mediator copes with the inherent uncertainty of the EcommerceWS model that concerns the case(s) in which $buyProduct$ happens with a probability of 0.4. To this aim, Mediator assumes that EcommerceWS reaches state 2 after performing $buyProduct,0.4$. This assumption is reflected by the transition labeled $buyProduct,buyProduct,0.4$ in Figure 2c. This transition is added during mediator synthesis to enforce the integrated system to perform $addProduct$ once $buyProduct$ has been executed with an empty shopping cart. For the non-functional part of the goal, assumptions are made on the reliabilities of service components, under a certain level of uncertainty.

A validation step shall then assess the quality of the integrated system with respect to the assumptions made by IA. If the final assessment is not satisfying then the process shall iterate either to select different pieces of software, or to reduce the uncertainty degree of models (some already in place), or to modify the overall IA. For instance, back to the example, a new iteration of the explore-integrate-validate process is required when, upon validation, the above behavioral assumption made by Mediator does not hold. The new explore step will incrementally refine the elicited model by exploiting the feedbacks of the validation phase and the results of the previous explore step. In particular,

---

4 The CONNECT project [http://connect-forever.eu/] Grant agreement no. 231167 concerns the definition of theories and techniques to drop interoperability barriers by synthesizing on the fly the connectors via which networked systems communicate.
the *EcommerceWS* model, of Figure 2a, is refined by adding the transition `buyProduct, 0.4` from state 3 to 1. Consequently, a new mediator needs to be synthesized as shown in Figure 3. In general, although still incomplete with respect to the modeled software, the refined models might be accurate enough to achieve the functional part of $G$. In particular, the new mediator detects the failure of `buyProduct` and, by exploiting authentication information previously stored, simulates an access of Client to *EcommerceWS* by performing `openSession`. The non-functional validation of the integrated system can also report an uncertain result, such as “the system reliability is within an interval of 10% around $targetRel$", for example due to incomplete information about the reliability of some software components. In this case, either the process is reiterated, or (if feasible) the goal can be loosened and the integration acceptable.

5 Discussion

In this section we discuss some aspects that merit to be further investigated.

- **Metrics to quantify/qualify the uncertainty** - The metrics adopted to reason on uncertainty should be different depending on the sources of uncertainty they refer to. Furthermore, in some cases uncertainty cannot be quantified due to the source domain it stems from, thus it has to be qualified in non-ambiguous terms. Hence, uncertainty can be quantified/qualified in different ways. In the following we propose some examples:

  1. The uncertainty can be originated by a set of available alternatives (such as static, dynamic, or deployment alternatives) when more than one alternative can be suitable with respect to the goal $G$. In this case the uncertainty can be quantified (i) either with a probability assigned to each suitable alternative, when knowledge is sufficient to generate a set of values that sum up to 1, (ii) or with a non-stochastic metric that represents the level of preference/priority associated to each suitable alternative.

  2. When uncertainty stems from functional or non-functional parameters of the model (e.g., maximum multiplicity of a component, resource demand
of a service) the uncertainty can be quantified with intervals that bind the suitable values of these parameters.

3. In some other cases, e.g., in the case of a macro-component with an internal structure not completely known, uncertainty can be qualified through elements of the design. In these cases it could be appropriate to define/use partial specification modalities.

Since different metrics can be used to measure the uncertainty of a piece of software, each one related to a specific aspect (e.g., behavior, reliability, performance, etc.), they have to co-exist in a coherent metric system. Therefore, such system should also contain relations and dependencies among these different metrics.

– **Tradeoffs between different metrics** - As anticipated, the uncertainty of a system is measured by means of a metric system. Then, this calls for tradeoffs between the different functional or non-functional aspects to be considered, each related to a suitable metric of uncertainty. In other words, within a suitable space of solutions determined by all uncertainties still in place, often a designer has to take decisions that decrease uncertainty in one direction whereas increase uncertainty in other directions. For example, in order to increase the reliability a higher number of (replicated and differently designed) components are put in place, whereas this choice, at the same time, increases the uncertainty about the resource demand of this system because many more components’ demands have to be estimated.

– **Uncertainty estimation** - The explore phase of EAGLE produces a model of a software artifact specialized to represent some aspects. Quite often this model is defined under uncertainty that is associated to one or more metrics. Now a question raises, that is: **how to estimate the value of uncertainty metrics?** Referring to the example in Section 4, **StrawBerry** makes use of testing to extract the model, thus in this case the metric of uncertainty can be estimated by considering the number of positive and negative tests that have been performed. The knowledge of the designer can help during the explore phase since she can be aware, for instance, that a piece of software requires an amount of CPU that is in the range of \([x, y]\), with \(x\) and \(y\) belonging to the real numbers, even though no exact value is known.

– **Uncertainty of composed systems** - While building a system composed of several components or subsystems, the uncertainty metric system might be derived out of the uncertainty metric systems of the single components or subsystems. This calls for mechanisms to create a new metric system out of existing ones. Thus, relations and dependencies of the component metric systems have to be exploited, and/or new relations and dependencies among metrics must be inferred. Let us now focus on a single metric. The measure of uncertainty related to this metric for a composed system can be calculated by suitably combining the metrics of uncertainty associated to the single components or subsystems. Thus, a suitable operator must be aptly adopted. In the example described in Section 4, the composition is simply performed by multiplying the probabilities associated to **Client** and **ECommerceWS**.
6 Conclusion

EAGLE proposes a model-based framework for supporting the perpetual explore-integrate-validate cycle that will be realized by exploiting model-driven techniques. This integrated framework will support the engineering of goal-oriented software systems that are opportunistically created by integrating, under uncertainty, existing software and that are dynamically evolving within a perpetually changing context.

Reaching this goal requires to put at work different expertises and skills together, hence asking for a multi-domain research and development work on functional and non functional system modeling, verification and validation, model-driven development, context-aware programming, connector synthesis, and techniques for run-time monitoring and reconfiguration. As a by-product of this approach we expect that EAGLE results should be exploitable in a multitude of contexts both research-wise and industrial-wise.
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Abstract. Online social networks are rapidly changing our lives. Their growing pervasiveness and the trust that we develop in online identities provide us with a new platform for security applications. Additionally, the integration of various sensors and mobile devices on social networks has shortened the separation between one’s physical and virtual (i.e. web) presences. We envisage that social networks will serve as the portal between the physical world and the digital world. However, challenges arise when using social networks in security applications; for example, how can one prove to a friend (or Friend) that your Facebook page belongs to you and not a man in the middle? Once you have proved this, how can you use it to create a secure channel between any device belonging to you and one belonging to your friend? We show how human interactive security protocols (HISPs) can greatly assist in both these areas and in general create a decentralised and user-oriented model of security. And we demonstrate that by using this security model we can quickly and efficiently bootstrap security for sharing information within a large group.

1 Introduction

Online social networks (OSNs), such as Facebook, Google+, Foursquare, Twitter, and LinkedIn, have enjoyed phenomenal growth in recent years. The authors of [13] analysed relationships and communication on Twitter, and pointed out that Twitter also plays the role of a social medium: information can spread widely and quickly. For example, in less than 12 hours after the first tweet of Osama Bin Laden being killed, there were 2.2 million tweets related to this event [3]. OSNs therefore not only help to create and maintain a large amount of relationships between humans, they also provide efficient and convenient platforms for sharing and spreading data amongst a large audience.

The future of OSNs is changing with the growing pervasiveness of device connections. For example, the CEO of Ericsson [2] has forecast that there will be 50 billion device connections by 2020, which will create a “connected society”. Sensors are often used to make data about physical objects available online, for example, to display the sensory data on OSNs. An IBM researcher connected his
house with Twitter\(^1\), a set of sensors are used to generate tweets about power consumption, water usage and the temperature of the house. We also notice that there are plenty of body-monitoring sensors\(^2\) with mobile connectivity in the market today.

The integration of OSNs on mobile devices has further shortened the separation between our virtual presences on the web and our physical existence. By using a mobile device, OSNs have the opportunity to collect more private data; for example, location data or medical data from on-body medical sensors. There is already a clear need for a solid security model for social networking, and the more we use them for, the more we need them to be secured.

Given that the social network providers are increasingly making their applications available as secure web sites, there remain two primary concerns:

A How can we know that a given OSN page belongs to a given user: the identification, or authentication problem? In general such knowledge may be absolute or come with some identified confidence level.
B The provision of appropriate security models for collecting, using and sharing data from the local user and his or her devices including sensors.

In this paper we concentrate on A, and furthermore show how security developed for social networking can be used to conveniently bootstrap other secure connections.

We imagine that in general solutions to A might involve any one, or combinations of (i) pre-existing security infrastructures such as PKIs, (ii) reputational models based on trust ratings by other network users, and (iii) bootstrapping security by person-to-person contact by interaction outside the social network. In this paper we concentrate on (iii) and show how Human-Interactive Security Protocols (HISPs) can be used to do this efficiently when there is a means for getting a small amount of information from the owner of the page that is to be authenticated to the person who wants to authenticate it. This transmission might be via personal contact or using a second medium that is trusted as authentic.

In this paper we make the following contributions:

1. We propose a security model that exploits the trust on social networks by using HISPs. This model can be used to authenticate online identities and create secure connections between devices.
2. We demonstrate these by implementing a prototype system. It can efficiently bootstrap security for a large group. It shows the practicability of using our security model in future mobile computing.

2 Using a HISP

A typical HISP relies on the assumption that there is an empirical channel in a specific application, in which one or more humans can compare a short

authentication string (SAS) received from the empirical channel. An empirical channel is a human-based, non-fakeable channel, for example, face-to-face conversations, video calls or voice calls. The best of these protocols, for example those of [14,15,16,17,18,19,20,22,23], enable assurance to these humans that there is no attack that would allow an intruder to get the system into an insecure state (where the connections established are other than what the humans believe), with probability meaningfully greater than $2^{-b}$, where $b$ is the number of bits in the check-string. In addition, to have such a chance, the attacker will have a $1 - 2^{-b}$ chance of his presence being revealed by the difference between the strings.

HISPs can be thought of as tools that enable one (perhaps informal) authentic channel to efficiently authenticate, and then secure another one. This means that they have two complementary potential uses in social networking.

1. We can use a HISP to authenticate online identities by using existing connections (typically personal or telephone conversations between the humans involved). In this case, we import security from existing social relationships to social networks.

2. We can use a HISP to create secure connections between devices, in this case, we can use authenticated social network accounts as proxies to display SASs. This can significantly improve the usability of HISPs. We therefore export security from social networks to other applications. This also provides a new channel of sharing information directly between devices, which is useful especially when the OSN providers cannot guarantee the privacy of information posted online.

In the following sections we will introduce two HISPs that we use in our implementation.

### 2.1 Pair-Wise HISP

Below is the pair-wise HISP we use:

1. $A \rightarrow B : \text{hash}(0 : h_A), \text{hash}(k), \text{Info}_A$,

2. $B \rightarrow A : \text{hash}(1 : h_B), pk, \text{Info}_B$,

Each party creates a hash, or digest key: we call these $h_A$ and $h_B$. These are needed to randomise the final check-string. $A$ creates a session key $k$. $B$ either creates freshly, or re-uses, an asymmetric key pair $(pk, sk)$. There is no need for the “public” key $pk$ to be certified. The length of these keys will depend on the desired level of security, the amount of available computing power, and the crypto-system in use.

In the first pair of steps of the protocol, $A$ and $B$ both commit each other without knowledge to values of $h_B$ or $h_A$. The only one of the four parameters

---

2 The key certainly needs to be strong enough so that there is no realistic chance of it being broken during the life of the session being established. Further strength is required to ensure that the contents of that session remain secret after it ends.
$hk_A$, $hk_B$, $pk$ and $k$ communicated openly is $B$’s public key $pk$. $Info_A$ and $Info_B$ are the information $A$ and $B$ wants to authenticate. In our example, when Alice wants to verify Bob’s OSN account, $Info_B$ contains Bob’s social network account profile; similarly, $Info_A$ contains Alice’s social network account profile when Bob wants to verify Alice’s OSN account.

The protocol now proceeds:

3. $A \rightarrow B : h{k_A}, \{k\}_{pk}$
4. $B \rightarrow A : h{k_B}$

The second part of Message 3 is to tell $B$ the actual value of the session key, which is now checked against the hash. It is the transmission of the unencrypted keys $hk_A$ and $hk_B$ at this stage that represents the core of the protocol. Firstly, of course, the participants must check that these are the same values that were represented in Messages 1 and 2. If not, the run is abandoned. Secondly, they (and anyone else who has been listening in) can compute a value for

$$\text{digest}(hk_A \oplus hk_B, (pk, \text{hash}(k), Info_A, Info_B))$$

where $\oplus$ is bit-wise exclusive or and $(X,Y)$ is an ordered pair. The protocol completes successfully if $A$ (or $A$ and $B$) are convinced that their two versions of the value – the check-string of this protocol – are equal: in becoming convinced they must not use a channel which can be “spoofed” by an intruder. Typically one will read their value to the other, or $A$ will read $B$’s value directly and compare it with her own. Whichever knows that the two values are equal can conclude that the link is authenticated. Typically this is either $A$ or both of them. It is this comparison that makes it a HISP.

Naturally, if the protocol has proceeded uninterfered with, $A$’s and $B$’s values will be equal. If, however, an intruder has imposed his own values onto the receivers of Messages 1–4, $A$ and $B$ will not agree on all four parameters. For security, what is important is that they agree on $pk$ and $\text{hash}(k)$, so we will concentrate on what happens if the intruder interferes with these.

The digest function [17,18] is designed so that, as $hk$ varies, the probability that $\text{digest}(hk, X) = \text{digest}(hk, Y)$ for $X \neq Y$ is less than $\epsilon$, where typically $\epsilon$ is very close to the theoretically optimal value of $2^{-b}$ for $b$ the number of bits in the output of $\text{digest}$. It must also have the property that for any fixed value $d$, the chance that $\text{digest}(hk, X) = d$ as $hk$ varies is less than $\epsilon$ also. More details of this protocol can be found in [9]. Formal verification of this protocol is presented in [21].

An important quality a HISP must have is that it protects the SAS that the users compare from combinatorial searching by potential attackers: analysis must be able to show that no matter what conceivable amount of computing an attacker uses, he has no better chance of getting lucky and persuading the users to agree on an SAS in inappropriate circumstances than if it had made a single guess. All the HISPs we see in this paper have that property.
2.2 Group HISP

The Symmetric HCBK (SHCBK) protocol \cite{18} is used in our implementation. This, the general description, connects an arbitrary-sized group. Good examples of group authentication using HISPs are GAnGs \cite{7} and SPATE \cite{24}.

1. \( \forall A \rightarrow N \forall A': A, INFO_A, \text{hash}(A, hk_A) \)
2. \( \forall A \rightarrow N \forall A': hk_A \)
3. users compare \( \text{digest}(hk^*, \{INFO'_A|A \in G\}) \), where \( hk^* \) is the XOR of all \( hk_A \)'s for \( A \in G \)

SHCBK has each node “publish” its name and a collection of information that it wishes to be authentically connected with that name. It also sends a hash\(^3\) of a randomly generated key \( hk_A \) coupled with the name. Once it has received that information from all nodes, and therefore become committed to the set of identities, \( INFO \) and hashed keys it will use, it publishes its previously secret \( hk_A \).

The point is that by the time of this last publication, it was in fact committed to all the data used in the above protocol, even though it does not yet know all the \( hk_A \)s. HCBK stands for Hash Commitment Before Knowledge. A careful security analysis of this protocol (see \cite{18}, for example) demonstrates that any attacker is unable to profit from combinatorial analysis aimed at getting the SASs (i.e. digests) to agree even though nodes have different views of the authenticated information. Good HISPs such as SHCBK therefore offer maximum security for a given amount of human effort.

We can reduce the number of human interactions if there is a trustworthy Initiator \( I \), consider the rest of the group as \( G' \), then the above protocol can be modified as following: in the process of comparing digest values, \( I \) compares digest value published by \( \forall A \ (A \in G') \), \( \forall A \) compares the digest value published by \( I \); \( I \) then publishes the final result of digest comparison, \( \forall A \) checks this result. We call it Semi-SHCBK protocol. Therefore the total number of messages to be exchanged via empirical channels changes from \( N(N - 1)/2 \) to \( 3N - 3 \). If there is a trustworthy Initiator, when \( N > 6 \), Semi-SHCBK protocol is more efficient than SHCBK protocol.

The key generation is simple: we include a copy of an uncertified Diffie-Hellman public key in \( INFO_A \), then after a successful run of SHCBK or Semi-SHCBK protocol, each user generates \( N - 1 \) shared pair-wise secret keys \( sk \). For example, \( sk_{\alpha \beta} \) means a shared secret key between user \( \alpha \) and user \( \beta \). To generate a group key \( sk_G \), the following group key protocol is used (\( \rightarrow_S \) means sending encrypted information using a corresponding pair-wise secret key):

1. \( \forall A \rightarrow_S \forall A': \text{Nonce}_A \)
2. \( sk_G = \text{Nonce}^* \), where \( \text{Nonce}^* \) is the XOR of all \( \text{Nonce}_A \)'s for \( A \in G \)

Each member also generates an anonymous ID. It can be used to publish information anonymously on OSNs. The anonymous ID is created by \( \text{hash}(\text{Nonce}_A) \),

\(^3\) Hash means a standard cryptographic hash function that has two main properties: collision resistance, and inversion resistance.
A’s social network ID) $\mod 10^{15}$. This will generate a 15-digit ID for each group member.

### 2.3 Improving the Usability and Security of HISPks

The practicability of using HISPks is in inverse proportion to the cost of human effort. For example, factors that determine the practicability are: the availability of empirical channels; the length of information to be compared; and the times of comparison required in one run.

In order to reduce the amount of human effort without compromising security, one solution is to allow automated comparison of SASs online. For example, when OSN pages are being used to display SASs in HISPks there is clearly also the the option for these same pages to compare the SASs provided they are connected securely to the local device that is participating in the HISP.

If all participants have this property we could use a longer SAS, but in general we assume that there is likely to be some human participant creating the link in person. The primary motivation for using HISPks is, after all, allowing this.

### 3 Proving Online Identities

In order to use OSNs as empirical channels we must answer the following question: “how do I know that what I am seeing on the page comes from the person or other entity that I think it does”. To better analyse this problem, we divide it into two sub-questions: how do I know the (e.g. Facebook) page I am seeing is authentic within the OSN? and how do I know it belongs to the person I think it does? The first of these questions can be solved by conventional computer security, for example, the https service on OSNs. It is therefore assumed that all relevant interactions with the OSNs are via their https interfaces.

The second question can be converted into the following one: “is this an established Friend for which you are certain of the link between page and person?” If the answer is yes, then secure access to that page is clearly a good empirical channel. This is the most common way of authentication in our daily life. For example, one may have experiences in interacting with a social network account, one may authenticate a social network account by the number of common Friends, or one can authenticate a social network account by viewing its profile, Friends list, photos, history of participated events and other context information.

If we can not make our decision based on past experiences, we may use telephony or physical interactions to accomplish this task. A HISP can therefore be used to authenticate OSN accounts. For example, Alice wants to know that the social network account of Bob is authentic; if Alice has a phone number of Bob and she is certain of the authenticity of this phone number, she then runs a HISP with Bob to verify his account by using telephony as the empirical channel.

---

4 We use the same length of digits as Facebook ID.
Note that the availability of HISPs provides us with the flexibility to bootstrap security from any existing authentic connection, whether one derived from physical proximity or other means such as telephony.

And there are other alternatives of authenticating online identities in practice, for example:

1. Centralised authentication. For example, Twitter provides authentication service. The verified account will display a special indicator (a small icon or a “badge”). However this service is limited to celebrities on Twitter. A similar situation can be found in other OSNs.

2. Introducing decentralised authorities. For example, we can publish OSN accounts of a group on a company’s https web-page. In this case, the company acts as an authority which authenticates a group. Similarly, a trusted organisation or a trusted individual can also play the role of an authority. For example, a community leader may only keep Friends that belong to the community, therefore his or her Friend-list can be used to help authenticate the community members. This can be used to replace the human effort of authenticating group members and can greatly improve the application in authenticating a group when its size is large. In our implementation, when prompting users to verify the member-list of a group, we provide an option for users to use a trusted authority (in the form of an https web-page). Details of this approach are presented in Section 5.

3. Introducing trust ratings. Rating by trust is a common practice in OSN research, for example, [12] describes a semantic web-based OSN, and they developed algorithms to rate the inferred reputation of a node. Another distinct example is PGP. It exploits ratings to determine the level of authenticity of downloaded public keys. A rating scale of 1 to 4 is used: full (complete trust), marginal (partial trust), untrustworthy and don’t know. The most distinct advantage of this method is that it provides pervasive automated authentication. We have implemented a demonstration rating system by using the same ratings introduced in PGP (see Section 5).

4. Blackballing. Blackballing is a voting method used in many gentleman’s clubs: members have a large number of white and black balls and each member casts a single ball into the ballot box to vote for a proposition, if there are one or more black balls in the ballot box, everyone will immediately know this proposition has been vetoed. In our implementation, each member checks the list objects one-by-one, if one object is “vetoed” by one member, then list $L$ is “vetoed”. This is also a form of utilising “crowd knowledge” which effectively reduces the security mistakes when members manually authenticate each other.

4 Bootstrapping a Large Group by Using OSNs

An important assumption has to be made before bootstrapping security for a group: members of a group are capable of verifying the legitimacy of each other.

---

within the group. This is supported by the methods introduced in Section 3. It allows us to start our discussion of how to bootstrap a large group by using OSNs. The insecure state we will address is where one trustworthy user believes he has an authenticated connection to another but is in fact connected to a third party (e.g. the attacker).

In some cases when bootstrapping a HISP group the identities (however defined) of those participating will be obvious. Perhaps this will be because all know each other well and have agreed to connect, or perhaps it will be because they are together is some easily identifiable context such as sitting around a table. In these cases all that is necessary for them to start the protocol is the number of them. For small groups this will be obvious; for large ones they might either organise a count themselves or build up a list to which they agree.

In other cases – for example where some members of the group do not have a direct link – it will certainly be necessary to establish the list of participants in advance. In this case the names on the list will need to be authenticated. Each intended party can check if his/her name is on the list, but it may be more difficult to establish that no undesirables are on it.

The correctness of bootstrapping a group can be defined as follows: all members acknowledge a list \( L \), which contains details of all members; the resulting group \( G \) contains exactly the same number of members recorded in \( L \) and no one, except for the members included in \( L \), can be allowed to join \( G \). To fulfill this task, we need to identify and overcome the following challenges:

- Collecting group information. This is to create list \( L \). [7] presents two solutions for collecting information from group members when they are in the same room: the first solution is to use an untrusted projector as a central node by displaying its Bluetooth address as a 2D barcode; all members connect their mobile phones to the projector by reading this barcode and send their details to this projector which then broadcasts list \( L \) to the group. The second solution is to create a tree structure of collecting member’s information one-by-one by reading 2D barcodes of Bluetooth addresses. These methods are too cumbersome and inconvenient when the size of the group is large. In remote scenarios, collecting group information becomes more difficult since group information is often discrete and inconsistent.

- Counting and authentication. Counting is to check whether the size of group \( G \) matches with the size of list \( L \). Authentication is to check whether members included in list \( L \) are legitimate. In general, there are two types of attacks: (i) man-in-the-middle (MITM) or outsider attacks; (ii) Sybil [10] or insider attacks. Counting and authentication is to detect attacks of (i) and (ii). Normally, if authentication is prudent, authentication alone can detect attacks of (i). However, an insider may be capable of providing multiple fake identities to get access to more resources, therefore counting is necessary to detect attacks of (ii). Depending on physical interactions to perform counting and authentication has many limitations. For example, members of a group
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6 The fake identities can be different copies of the insider’s identity or fake identities of others.
may be distributed and remote, and physical interactions may be unavailable; humans can be lazy and careless, for instance, they may not correctly count a group, or they may not correctly perform actions of authentication.

To simplify our discussion, we assume group formations are presented in the form of events; for example, the Department of Computer Science creates a list of their staff and students in order to share their project data; they arrange an event (e.g. a Facebook event) by informing all members within the department via emails or by posting a notice to the public. We generalise these events of group formation into the following two events:

A. Pre-emptive event: group members know each other and they all trust the Initiator before the event runs, therefore, the Semi-SHCBK protocol is used.

B. Non-pre-emptive event: except for the Initiator, the rest of the group does not know of the event in advance and they may not know each other. The Initiator sends out invitations to ask for participation. Those who accept it join the event. Members may not all trust the Initiator and the SHCBK protocol is used.

In our solution, all functions are achieved and performed by using a mobile application installed on users’ mobile phones.

4.1 Collecting Group Information

OSNs provide two functions that make collecting group information convenient and efficient: (i) information on OSNs is rich and well formatted which is convenient for exporting information to other applications; (ii) OSN accounts are managed according to social relationships; for example, we can create and manage different groups, and we can create an event (e.g. a Facebook event or a Google+ page) and invite Friends to join.

In Event A, we can assume that group members are already Friends of the Initiator on OSNs, therefore the Initiator can simply create a group by selecting accounts from his/her Friend list, and then export the group information to our mobile application. In Event B, we assume that group members may not be Friends with each other. The Initiator can simply create an event and then notify all others. For example, the Initiator can introduce this event by sending emails or by publishing it on posters. Others can easily identify and join this event on OSNs. In the end we can export group information from this event.

This process can also be made via physical interactions, for example, one can display an event’s OSN page address as a 2D barcode and others can read this barcode to join this event. Therefore by using OSNs, we can support group formation when group members are collocated, remote to each other, or a mixture of the former two situations.

---

7 On Google+ a group is presented as a “circle”.

4.2 Counting and Authenticating Members

Counting, if made by humans, has limitations. For example, one may make mistakes when the size of the group is large. [7] assumes humans can accurately count less than ten individuals via physical interactions. They randomly divide a large group into small subgroups in order to allow humans to count and verify members correctly. This action provides greater usability but leads to weaker security: there may be the chance that attackers are allocated to the same subgroup. The probability of attack detection [7] is less than the value of $1 - 2^{-b}$ assumed by the HISP ($b$ is the bit-length of the SAS). In addition, subgrouping can be laborious and inconvenient since it has to be randomised.

Authentication normally requires more human efforts. For example, in [7] they use visual channels (created by mobile phone display screens and cameras) to check the presence of identities. Since visual channels of reading 2D barcodes on mobile phones are normally unidirectional, a symmetric authentication of a group of size $N$ requires $N(N - 1)/2$ interactions. This number increases quickly when the size of the group increases.

When using OSNs as empirical channels, we can first divide the authentication process into the following two steps:

1. Authenticate OSN accounts included in list $L$ are legitimate. We call it the authentication of online identities.
2. Read and compare digest values displayed on members’ OSN pages. We call it the authentication of connections.

Step 1 is to ensure that we can use OSN accounts as proxies of our physical presences. Step 2 is to test the presence of MITM attackers by using a HISP, which is to authenticate that the electronic connection is correctly connected to the intended device represented by the OSN account. This strategy can remove the requirement for physical interactions in Step 2.

In [7], counting is important because an insider can create multiple fake identities and then perform physical interactions of authentication multiple times. In our solution, the only chance of successful insider attacks is to add fake identities in list $L$ and pass the authentication in Step 1. In Section 3 we have discussed various techniques of proving online identities. These allow humans to conveniently and efficiently adapt their authentication strategy according to different scenarios. In addition, we can conveniently run a program to automatically count and check whether the number of responsive (or active) OSN accounts is equal to the number of accounts included in list $L$. We therefore conclude that counting is unnecessary in our solution and there is no need of subgrouping. This improves both security and usability.

More importantly, once we have authenticated that OSN accounts included in list $L$ are legitimate, Step 2 can be made automatically since we use OSN accounts as proxies of our physical presences. This is a significant improvement which provides more capacity for large groups, for example, groups with size $8^9$ Those who display the digest value.
over 100. In addition, we can display long digest values without increasing the
cost of human efforts.

It is worth noticing that on OSNs, the cost of Sybil attacks of creating mul-
tiple fake accounts are higher because OSN providers, for example, Facebook\footnote{In our investigation, we discover that Facebook normally requires at least one mobile phone number to register; and accounts registered by email addresses will later be required to be authenticated via a mobile phone number.}, Google+, require unique identifiers (email addresses or mobile phone numbers) to register, and they keep records of online interactions which can be used as indicators of authenticity. We also notice that by reducing physical interactions, we can reduce impacts from other uncontrolled factors; for example, the luminous intensity, the physical distances, the quality of mobile phone cameras or display screens, and most importantly, the human complacency.

Another significant improvement in usability may be that we can allow de-
layed running of HISPs. Experiments of relying on physical interactions to run
HISPs have one implicit assumption that all members have to finish the process
of authentication within a short period of time. And it is the reason that re-
ducing time is critical for improving usability. However, in practice, the cost of
coordination can be high and humans may not necessarily be available of carrying
out the same physical action at the same time. This problem can be more signifi-
cant\footnote{Our experiment shows evidence of high cost of coordination.} when humans are remote to each other. By using OSN accounts as proxies of our physical presences, we can divide the authentication process into
two separate steps discussed earlier in this section. Because Step 2 of reading
and comparing digest values can be automatically completed by using a pro-
gram, and Step 1 of authenticating the legitimacy of OSN accounts in list $L$
can be carried out asynchronously, the running of HISPs can be delayed until the
last member completes the authentication in Step 1.

This allows more useful security applications. For example, a department
sends out notifications of bootstrapping a secure network for internal commu-
nication to its employees. Some employees are traveling abroad and they are
not responding immediately. By using our solution, the program keeps waiting
until the last employee responds which triggers the authentication process. After
the authentication process has been finished, the program displays results to all
employees.

5 Demonstration Implementation

We have implemented a secure location sharing service to demonstrate the use
of our security model. We have developed three versions of mobile applications:
RIM (Blackberry), Android, and iOS (iPhone, iPad and iTouch). One server $SO$
is used as the coordination server. All devices are connected to $SO$. After they
have successfully bootstrapped security for the group, they start to share their
locations with each other.
The mobile phone application first checks the ratings; if there are accounts which fail to pass the rating check, it will prompt the user with a dialogue calling for authentication resource (from a decentralised authority), it will automatically remove the authenticated objects from the stack of the member list; the objects that are left on the stack will be verified by empirical authentication, for example, by using a HISP. Figure 1 shows the flow chart of the authentication process.

Note that while the current practices of implementing a rating system are mostly experimental, we observe that the presence of a decentralised authority is strong in scenarios with security demands. For example, in a conference scenario, the organiser can manage the “guest list” of the conference’s Facebook event. He or she can either remove those illegal “guests” or set this event to be visible only to the “guests” on a given “guest list”. In an online community, the community leader can manage the legitimate list of community members on his or her social web-page (for example, he or she keeps the list as a group in the Friends-list).

If the entire member list has been verified, the protocol starts to run. The user will start to share his or her data of locations on Facebook (or directly between devices) if the protocol has been finished successfully. Figure 2 shows the screen shots of the application on Android.

We use Bouncy Castle Crypto Java API on RIM and Android; and OpenSSL C Library for iOS. We use 1024-bit Diffie-Hellman public keys to generate shared secret keys; 128-bit AES is used to encrypt data.
6 Performance Analysis

We have tested the mobile applications on Blackberry Bold 9000 (BB9000) (4 devices), Blackberry Storm 9500 (BB9500) (1 device), HTC Wildfire (HTC) (1 device), Dell Streak (Dell) (1 device), iPhone 3 (1 device), iPad 1 (2 devices). 10 volunteers joined this test. They were located at different addresses. Coordination was made via phone calls, sending SMSs, and messaging on OSNs. Note in order to simplify our test, the member-list was imported from a Facebook event. We assumed there was a trustworthy leader. Therefore, the semi-SHCBK protocol was used. A total of 20 messages are exchanged. The size of the data sent by one device is about 18 KBytes. Compared with using traditional public key certificates, our method allows binding of contextual data (e.g. photos, voices or videos) to the uncertified public key we use in addition to names. We call these secondary security information which can be used to improve security as well as usability. Figure 3 shows the time consumption of bootstrapping a group of all the devices we have. The total time cost is around 193 seconds.

We can see the cost of coordination is high in group formation because of many uncontrolled random factors. However, the verification and comparison is efficient and only takes a small fraction of the total time.

<table>
<thead>
<tr>
<th>Device</th>
<th>Time</th>
<th>Ratio</th>
<th>Speed1</th>
<th>Speed2</th>
</tr>
</thead>
<tbody>
<tr>
<td>BB9000</td>
<td>3.69s</td>
<td>99%</td>
<td>1.72kb/s</td>
<td>4.32kb/s</td>
</tr>
<tr>
<td>BB9500</td>
<td>4.49s</td>
<td>99%</td>
<td>1.35kb/s</td>
<td>3.75kb/s</td>
</tr>
<tr>
<td>HTC</td>
<td>3.74s</td>
<td>99%</td>
<td>1.56kb/s</td>
<td>4.80kb/s</td>
</tr>
<tr>
<td>Dell</td>
<td>0.85s</td>
<td>99%</td>
<td>2.42kb/s</td>
<td>7.15kb/s</td>
</tr>
<tr>
<td>iPhone</td>
<td>0.11s</td>
<td>99%</td>
<td>4.38kb/s</td>
<td>8.74kb/s</td>
</tr>
<tr>
<td>iPad</td>
<td>0.08s</td>
<td>99%</td>
<td>4.06kb/s</td>
<td>13.7kb/s</td>
</tr>
</tbody>
</table>

![Fig. 3. Time consumption](image)
Table 1 shows the facts and statistics of different devices. The second column is the time of computing DH secret; the third column is the ratio of the time of computing DH secret against the time of total on-device computing (excluding communication); the fourth column is the speed of connection between the device and the coordination server; the last column is the speed of the connection between the device and the Facebook server. We can see the time of on-device computation mostly originates from the DH secret computation.

According to the above analysis, we can identify two challenges for the future: (A) providing more convenient methods for large ad hoc group formation; (B) increasing the speed of mobile connections to allow including more contextual data in the protocol. Challenge A requires research on both security and usability. For example, should a group be formed using a single initiator, a tree structure, broadcasting over a fully connected graph, or some other topology? Challenge B is less significant since there are continuous developments in improving the speed of mobile connections; for example, the deployment of 4G network.

7 Related Research

WhozThat [4] is a system making use of OSN IDs among mobile phones: two users exchange their OSN IDs using Bluetooth, and it then introduces social context into the local context; for example, one may play the favourite music of the other. This is similar to our solution of binding OSN IDs with mobile devices while our intention is to facilitate identification and connection rather than interaction between humans. CenceMe [11] is a more advanced mobile OSN system which detects users’ social activities by analysing sensory data on mobile phones. It demonstrates a well designed integration of OSNs on mobile phones: automated input of social information (deducted from sensory data) replaces traditional manual input. This is similar to our vision for future OSNs; for example, sensor networks like on-body sensor networks can be exploited by OSNs to automatically generate and display social patterns.

In [8] the authors presented a concrete implementation of Cloud Computing Service (for storage) on Facebook. However, there is no description as to actually utilise the Cloud after creation. Our solution gives a clear data flow between different interfaces and it can be put in use instantly.

Security is a key enabling factor for the above practices. In [5] the authors suggested OSN operators should not be trusted and data should be encrypted before posting online. They provided an example of creating a peer-to-peer system by using a pair-wise HISP to distribute public keys. A similar example was discussed in [6], which proposed a completely decentralised peer-to-peer system by storing data on user devices.

We notice that although there is much research on creating decentralised systems to improve security, practices without using a PKI or existing security infrastructures can be difficult. And such peer-to-peer systems are not efficient when the scale of sharing increases. Practices introduced in [7,24] reveal the high complexity of group HISPs when using physical interactions to collect group
information and authenticate members, therefore they are not practical when bootstrapping a large ad hoc group.

8 Conclusions

We have revealed the challenges of authenticating online identities and bootstrapping security for a large ad hoc group. The model of social networks for importing and exporting security we have presented can be used to (i) exploit existing social relationships to authenticate online identities and (ii) exploit existing online relationships to efficiently bootstrap security for a large ad hoc group. This provides a way of incorporating social context into security which can be used to deal with changing security requirements emerging from new applications. The secure location sharing service we have implemented demonstrates these features of this model.

The security of social networks remains an interesting problem on which more work is required. Its attack models based on technology are likely to be similar to those of other online services, but there is also a social/psychological dimension to investigate. We believe that in the future the growing investment in security by social network companies will make our solution more secure when exporting security to other applications, and the development of computing power on mobile devices will make it more efficient in supporting security services.

References

**CScale – A Programming Model**

*for Scalable and Reliable Distributed Applications*

Jose Faleiro, Sriram Rajamani, Kaushik Rajan, G. Ramalingam, and Kapil Vaswani

Microsoft Research India

{t-josfal,sriram,krajan,grama,kapilv}@microsoft.com

**Abstract.** Today’s connected world demands applications that are responsive, always available, and can service a large number of users. However, the task of writing such applications is daunting, even for experienced developers. We propose CScale, a programming model that attempts to simplify this task. The objective of CScale is to let programmers specify their application’s core logic declaratively without explicitly managing distribution. CScale applications have simple semantics that simplify reasoning about correctness and enable testing and debugging on the single machine. In turn, the CScale runtime manages all aspects of execution of a CScale application on large clusters, including deployment, state management (replication and data partitioning) and fault tolerance. CScale ensures high availability by using distributed wait-free data structures to manage state. CScale does impose some constraints on the kind of operations clients can perform. However, we find that many real-world web applications can be naturally expressed using CScale.

1 Introduction

Today’s connected world demands applications that are responsive, always available, and can service a large number of users. In the last few years, cloud based platforms such as Azure, EC2 and Google App Engine have democratized the infrastructure needed to host such applications, allowing anyone with internet access to deploy applications on a large cluster of machines. At the same time, these platforms expose programmers to pitfalls of distribution, such as process and network failures, imperfect messaging, and shared mutable distributed state. Writing applications that can effectively utilize these platforms and still meet user expectations is an extremely challenging problem.

In conventional web applications, the task of dealing with pitfalls of distribution is typically delegated to (distributed) databases. Databases allow shared state and integrity constraints between parts of state to be declaratively specified and support consistent access to state via transactions. However, this convenience often comes at a cost. In conventional distributed databases, transactions are built using primitives such as 2-phase commit, which introduce blocking and reduce availability, especially under network failures.

Modern distributed databases such as Dynamo, Cassandra and Azure tables (more popularly dubbed as NoSQL databases) have emerged as viable alternatives to conventional databases. These databases use replication and data partitioning for improved
availability and throughput but do not necessarily guarantee consistent access to data. In general, the trade-off between consistency, availability and the ability to deal with network failures often permeates through entire software stack, including business logic and increases programming complexity.

In the past, the problem of increased programming complexity is often addressed using programming models and application platforms. Application platforms incorporate best practices in dealing with generic concerns such as scalability, reliability and security and allow developers to focus on application-specific logic. MapReduce and DryadLINQ are examples of programming models that have significantly simplified the task of developing distributed batch processing applications. There is an urgent need for similar programming models to manage complex consistency, availability and partition-tolerance trade-off in real time web applications.

In this paper, we describe CScale, a declarative programming model for building scalable distributed web applications. The objective of CScale is to allow programmers to specify their application’s core logic declaratively without explicitly managing distribution. As we describe later, CScale applications have simple semantics (serializability) that simplify reasoning about correctness and enables testing and debugging on the single machine (using an emulator). In turn, the CScale runtime manages all aspects of execution of a CScale application on clusters, including deployment, state management (including replication and data partitioning), dealing with node and network failures, message delays etc. CScale ensures high availability by using distributed wait-free algorithms to manage state. The use of wait-free algorithms guarantees that a CScale application continues to service requests even if parts of the underlying systems fail. CScale does impose some constraints on the kind of operations clients can perform. However, as we show, many real-world web applications can be naturally expressed using CScale.

2 Programming Model

2.1 Language

The CScale programming language is a variant of Datalog (a logic programming language) and closely related to SQL. State in a CScale application is modelled as a set of relations. Relations fall into two categories, base and derived (as shown in Figure 1). Base relations are collection of base tuples and derived relations are functions of one or more base relations defined using relational operators (select, project, join, aggregation), negation and recursion. Consider a simple CScale program representing an auction application (Figure 2).

In this application, Items and Bids are base relations whereas ValidBids, HighestBidAmounts and HighestBidders are derived relations. As defined in line 6, a tuple <bidId, userId, itemId, bidAmount> belongs to ValidBids if there exists an item with the identifier itemId in the Items relation and a bid in the Bids relation such that the bid was placed before the auction end time of the item. In line 7, the relation HighestBidAmounts is computed by grouping valid bids by item, then selecting the maximum. Finally in line 8, the relation HighestBidders is derived from HighestBidAmounts and ValidBids a
tuple <bidId, userId, itemId, bidAmount> exists in HighestBidders if the bidAmount is highest among all bids and the bid was placed by a user userId.

While we have adopted a language similar to Datalog, it is also possible to express CScale applications in other languages such as LINQ. Unlike batch processing frameworks like MapReduce and DryadLINQ, CScale applications are reactive. CScale relations are persistent. The lifetime of a CScale application extends from the point at which it is deployed on a cluster to the time it is removed. Clients can interact with a CScale application either by updating one or more base relations (with some constraints defined later) or by querying one or more relations (base and derived). A CScale application performs computation to update derived relations when base relations are modified. In some sense, this computation resembles view maintenance in conventional databases. In the auction application, the relation Items is updated when a new item is added or removed and the relation Bids is updated when a new bid is placed.

CScale relations are exposed as a RESTful WCF data service. Therefore, clients may interact with a CScale application directly via HTTP or using the OData protocol.

2.2 Semantics

CScale applications are designed to receive and process concurrent updates from a large number of clients. Furthermore, CScale relations may be partitioned or replicated for throughput and availability, potentially across different geographical locations. In spite of the concurrency and distribution, CScale guarantees serializability. In other words,
1. decl Items(itemId, itemName, itemDescription, auctionEndDateTime)
2. decl Bids(bidId, userId, itemId, bidAmount, bidDateTime)
3. decl ValidBids(bidId, userId, itemId, bidAmount)
4. decl HighestBidAmounts(itemId, bidAmount)
5. decl HighestBidders(bidId, userId, itemId, bidAmount)

6. ValidBids(bidId, userId, itemId, bidAmount) :-
   Items(itemId, itemName, itemDescription, auctionEndDateTime),
   Bids(bidId, userId, itemId, bidAmount, bidDateTime),
   bidDateTime < auctionEndDateTime

7. HighestBidAmounts(itemId, highestBidAmount) :-
   GroupBy(ValidBids(bidId, userId, itemId, bidAmount),
   [itemId], highestBidAmount = max(bidAmount))

8. HighestBidders(bidId, userId, itemId, bidAmount) :-
   HighestBidAmounts(itemId, bidAmount),
   ValidBids(bidId, userId, itemId, bidAmount)

Fig. 2. Online auctions application expressed in CScale

An update to a base relation (and the computation triggered to re-compute derived relations) appears to occur atomically and in isolation from other reads and updates. In the auction application, serializability ensures that clients do not observe state where a bid appears in the Bids relation but does not reflect in the highest bids (if indeed it was the highest valid bid). Constraints As described before, CScale relations may be replicated and/or partitioned for availability and throughput. Achieving serializability and availability in the presence of network and node failures is a hard problem. However, CScale is able to meet these requirements by restricting the class of applications that can be expressed in the model. Specifically, CScale restricts the kinds of requests clients may issue. Clients may add or remove tuples from base relations. A set of add/remove requests to base relations may be submitted as a batch. All requests in a batch appear to occur together (though not necessarily in isolation). Clients may also specify temporal dependencies between add/remove requests and reads. However, CScale does not support arbitrary transactions composed of reads and writes to one or more relations. For example, a transaction that performs a read-modify-write on a base tuple is not supported. Note: In SQL terms, a CScale program defines views over base relations. Views have transactional semantics. However, arbitrary transactions on base relations are not permitted.

2.3 Target Applications

The CScale programming model is naturally suited for a rich class of web applications. These include ad serving, real time search, financial data processing, real time web analytics (vulnerability and fraud detection), blogs and social networking applications, auctions and online shopping, relaxed variants of resource allocation applications such as banking and ticketing etc.
3  Implementation

An important feature of applications expressed within the CScale model is that they can be implemented with strong consistency and availability guarantees, even in the presence of network and process failures. CScale achieves this using novel distributed wait-free algorithms.

3.1  Wait-Free Data Types

CScale uses a set of distributed wait-free data types as fundamental building blocks of CScale applications - CScale relations are implemented using these data types. A key feature of these data types is that they are carefully hand-crafted to permit asynchronous, wait-free replication and still guarantee serializability. As an example, let us consider how the set data type can be implemented in this fashion. First, consider a set that only supports Add operations. Since all add operations commute, it is easy to see that if such a set were to be asynchronously replicated (i.e. operations performed on one replica are broadcast to all other replicas asynchronously), all replicas will eventually reach the same state.

Figure 3 illustrates this design. Let us assume that each replica starts with an empty state. As long as operations performed on one replica are broadcast to and applied at other replicas (in arbitrary order), all replicas are guaranteed to reach the same state (at quiescence). Hence, this set is eventually consistent. Furthermore, it can be shown that the result of all membership tests and state at quiescence can be obtained by some sequential ordering of all the add operations. Let us now try and extend this set with Remove operations. Unfortunately, Add and Remove operations on the same element do not commute. Hence, a naive implementation of the set does not satisfy the properties mentioned above because the state of the set depends on the order in which the Add and Remove operations are applied. However, in this case, these operations can be carefully designed to ensure that any two concurrent Add and Remove operations on the same element appear to occur in the same order on all replicas, irrespective of the order in which they are actually applied. Figure 4 describes one such algorithm (known as the Observed Remove (OR) set) [5].

![Fig. 3. A replicated set that only supports add operations](image-url)
void \texttt{Add(e)}
\begin{verbatim}
    S = S \cup \{e, g\}
    \text{Broadcast Add(e, g) to other replicas}
\end{verbatim}

void \texttt{Remove(e)}
\begin{verbatim}
    G = \{ g \mid (e, g) \in S \}
    S = S - \{(e, g) \mid g \in G\}
    \text{Broadcast Remove(e, G) to other replicas}
\end{verbatim}

Fig. 4. Add and remove operations on a single replica in the Observed Removed set

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig4}
\caption{An example illustrating replication in OR set}
\end{figure}

The Add operation of the OR set associates a globally unique identifier with every operation and broadcasts this identifier along with the elements. Replicas which receive the Add operation update their copy of the set in similar fashion. The Remove operation identifies the set of globally unique identifiers associated with the element (also known as the observed set) at the source replica (where it is first received from a client). It broadcasts the observed set along with the element. Replicas which receive this operation only remove tuples corresponding to the identifiers in the observed set.

Figure 5 illustrates how the OR set operates. The Remove operation on the second replica observes the identifier \(a\) associated with element \(1\) but does not observe the concurrent Add (associated with identifier \(b\)). The modified remove has the same effect (i.e. appears to occur before any concurrent adds) on all replicas, irrespective of the order in which it is applied. Note: Several other data types such as key-value tables and sequences can be designed to guarantee eventually consistency along the same lines as the OR set. Refer to [5] for more details.

3.2 Consistent Queries via Lattice Agreement

The set implementation described above is eventually consistent. However, intermediate queries against the set are not serializable. The example in Figure 6 shows a scenario where queries may return inconsistent values. Starting with an empty set, if queries are
serviced by multiple replicas as shown, the queries may return a sequence of values \{\}, \{1\}, \{2\}, \{1, 2\}, which cannot be obtained by any interleaving queries with any sequential ordering of the two Add operations.

Conventional replicated databases solve this problem by requiring replicas to agree on the order in which (non-commuting) operations are processed. This is achieved using protocols such as 2PC or Paxos [4], or even pessimistic locking. However, agreement in an asynchronous distributed system in the presence of failures has been shown to be impossible [3]. This reflects in choices made in these protocols. The Paxos protocol [4], for instance, preserves safety in the presence of failures but does not guarantee progress. Furthermore, most replication protocols essentially reduce to a form of primary master replication where all operations are first sent to a special replica known as the primary, which is responsible for ensuring that all replicas process non-commuting operations in the same order. This has significant performance implications.

In CScale our goal is to support asynchronous, multi-master replication. This form of replication permits each replica to receive and process operations independently, which can result in better scalability and performance. Our implementation is based on the observation that the problem of ensuring consistent reads under conditions where update operations commute can be reduced to generalized lattice agreement. In this problem, each process proposes a sequence of values from an infinite lattice, and the goal is to learn a sequence of values that form a chain. Since all update operations (adds and removes) commute, they form a lattice with set inclusion as the ordering. We can achieve consistent reads by requiring that replicas propose the set of operations they receive, and service reads from set of operations learnt via generalized lattice agreement. Since the sets of values learnt form a chain, serializability follows.

In the running example, the operations Add(1) and Add(2) form the following lattice. The use of generalized lattice agreement ensures that the values replicas learn from a chain in this lattice. Thus any sequence of reads will observe only serializable values.

Recently, we have proposed a wait-free algorithm for solving generalized lattice agreement [2]. The algorithm can tolerate process failures as long as a majority of the processes survive at any point in time. The algorithm has a complexity of \(O(N)\) message delays, where \(N\) is the number of replicas. In the absence of failures, the algorithm ensures that new operations can be learnt in 2 message delays.

### 3.3 Incremental Evaluation and View Maintenance

In CScale updates to base relations trigger computation to update derived relations. Since changes to base relations at any given moment in time are likely to be small, it is possible to re-compute derived relations more efficiently by incrementally propagating changes. Incremental evaluation is challenging for several reasons. First, operators like negation and recursion require complex algorithms for detecting changes incrementally. Furthermore, if relations are partitioned and distributed, incremental evaluation must be performed without the use of primitives such as distributed transactions [6]. Many existing systems decide to offer weak consistency for derived relations [1] for better performance, which significantly complicates reasoning.
The CScale runtime guarantees strong consistency of derived relations using a novel incremental evaluation protocol based on lattice agreement. In this protocol, base relations participate in an agreement protocol to order all operations on base relations. Derived relations then update state according to this order. The details of this protocol are beyond the scope of this paper.

The CScale runtime also supports a query optimizer that analyzes a CScale application and generates an optimized plan for incremental evaluation. Some of the supported optimizations include early aggregation and index maintenance.

4 Current Status and Experience

CScale proposes a fundamentally different way of building distributed applications. Applications written in CScale are declarative and hide low level implementation details such as messaging, failures etc. At the same time, CScale imposes some restrictions on how clients can interact with applications and does not (yet) provide primitives to escape the model. Therefore, our first step was to evaluate if the CScale model is expressive enough for real world distributed applications and if the model improves programmer productivity. We built a prototype implementation of the CScale system (without a distributed backend) and then re-wrote a few applications (including applications from the Windows Azure patterns and practices team such as an online survey application and an online auctions application) in CScale.

Our initial experiences with CScale are very encouraging. We were able to replace the existing storage layer and most of the application logic in these applications with a simple CScale program significantly smaller in the number of lines of code (from a few thousand to few 10s of lines of code). Furthermore, the application expressed in CScale was much more understandable and maintainable as compared to the original implementation, where the application logic was spread across multiple projects (and Azure roles) and aspects of distribution such as messaging, fault tolerance etc. was handled explicitly in code. However, we recognize that much work needs to be done to fully ascertain the shortcomings and benefits of this programming model.

A distributed implementation of CScale consists of many pieces – a programming environment (including testing and debugging support), a compiler, a runtime system (that implements replication and partitioning on a cluster and performs query evaluation), a scalable storage layer, a platform layer that supports efficient communication and provides primitives such as network and node failure detection, a query optimizer and client side interfaces amongst others. We are in the process of building these components. We would also like to ensure that CScale applications can be easily deployed on cloud platforms such as Azure. Finally, we are in the process of building a suite of sample applications that illustrate the best patterns and practices for building scalable and reliable CScale applications.
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Abstract. Within an increasing number of domains an important emerging need is the ability for technically naïve users to compose computational elements into novel configurations. Examples include astronomers who create new analysis pipelines to process telescopic data, intelligence analysts who must process diverse sources of unstructured text to discover socio-technical trends, and medical researchers who have to process brain image data in new ways to understand disease pathways. Creating such compositions today typically requires low-level technical expertise, limiting the use of computational methods and increasing the cost of using them. In this paper we describe an approach — which we term end-user architecting — that exploits the similarity between such compositional activities and those of software architects. Drawing on the rich heritage of software architecture languages, methods, and tools, we show how those techniques can be adapted to support end users in composing rich computational systems through domain-specific compositional paradigms and component repositories, without requiring that they have knowledge of the low-level implementation details of the components or the compositional infrastructure. Further, we outline a set of open research challenges that the area of end-user architecting raises.
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1 Introduction

Increasingly users rely on computation to support their professional activities. In some cases turnkey applications and services are sufficient to carry out computational tasks. However, in many situations users must adapt computing to their specific needs. These adaptations can take many forms: from setting preferences in applications, to “programming” spreadsheets, to creating orchestrations of services in support of some business process. This situation has given rise to an interest in end-user programming [41], and, more generally, end-user software engineering [28] or end-user computing [23]. This emerging field attempts to find ways to better support users who, unlike professional programmers, do not have deep technical knowledge, but must somehow find ways to harness the power of computation to support their tasks.

One important subclass of end-user computation arises in domains where users must compose existing computational elements into novel configurations. Examples include e-science (e.g., astronomers who create new analysis pipelines to process telescopic
data), intelligence analysis (e.g., policy planners who process diverse sources of unstructured text to discover socio-technical trends), and medicine (e.g., researchers who process repositories of brain imaging data to discover new disease pathways).

In these domains professionals typically have access to a large number of existing applications and data sets, which must be composed in novel ways to gain insight, carry out “what if” experiments, generate reports and research findings, etc. For example, in the field of brain imaging, scientists study samples of brain images and neural activity to diagnose disease patterns. Innovative research in this domain requires that scientists compose a large number of tools and apply them to brain-imaging data sets to diagnose problems, such as malformations and structural or functional deformities. There also exist dozens (if not hundreds) of brain image processing tools for image recognition, image alignment, filtering, volumetric analytics, mapping, etc. Figure 1 illustrates a popular neuroscience tool suite, called FSL, that is used to create scripts for analyzing FMRI data.

![Image of FSL tool suite](image)

Fig. 1. Compositions in the neuroscience domain

Unfortunately, assembling such elements into coherent compositions is a non-trivial matter. In many cases users must have detailed low-level knowledge of things like application parameter settings, application invocation idiosyncrasies, file locations and naming conventions, data formats and encodings, ordering restrictions, and scripting languages. In Figure 1 for example, users must create and execute detailed scripts illustrated at the bottom of the figure.

Further, it may be difficult for end users to determine whether a set of components can be composed at all, and, if not, what to do about it. For example, differences in data encodings may make direct component composition infeasible without the inclusion of one or more format converters. Even when a legal composition can be achieved, it
may not have the performance (or other quality attributes) critical to the needs of the end user. And, even when a suitably performing composition can be created, it may be difficult to share it with peers or reuse it in similar but different settings.

In this paper we advocate an approach to these problems that exploits the similarity between such compositions and software architecture, and attempts to leverage the considerable advances made within that field over the past two decades. The key idea is to view the activities of these end users as engaging in architectural design within a domain-specific style and to represent those architectures explicitly. As we will see, such explicit representation allows one to raise the level of abstraction for composition, provide criteria for evaluating the soundness and quality of a composition, support reuse and parametrization, and establish a platform for a host of task-enhancing services such as program synthesis, analysis, compilation, execution, and debugging.

By approaching the problem in this way we identify a new field of concern, which we term end-user architecting. Similar to end-user programming [41], it recognizes up front that the key issue is bridging the gap between available computational resources and the skill set of the users who must harness them — users who typically have weak or non-existent programming skills. But unlike end-user programming, it seeks to find higher-level abstractions that leverage the considerable advances in software architecture languages, methods, and tools to support component composition, analysis and execution.

In Section 2 we revisit the problem, highlighting the cross-cutting similarities in computing needs for composition-based domains such as those mentioned above, and we outline the challenges for solving the problems of users in these domains. Section 3 makes the case for taking an architectural perspective on the problem, and outlines an approach in which software architecture tools and techniques can be incorporated into environments that support end-user architecting. Section 4 illustrates how this approach can be applied by considering three case studies. Section 5 considers related work, and Section 6 explores some of the open research challenges in this area.

2 The Problem

As noted above, an increasing number of domains are evolving to depend on composing existing components to support their tasks. Table 1 lists examples of these domains, including e-science, business processing, social science research, and electronic music synthesis.

While very different in their specific tasks and goals, the use of computation within these communities shares a number of common properties. First, it relies on compositions of existing components to accomplish computational tasks. For example, there exist large repositories of reusable components such as BioCatalogue [55] for life science web services, the BIRN Data Repository [4] for neuroscience data and analysis tools, and myExperiment [40] for scientific workflows.

Second, in many cases those compositions are complex, involving dozens of components, possibly running on many hosts. Thus, creating new compositions becomes a non-trivial task, often taking weeks to develop, test, and execute.

Third, quality attributes matter. While the specific quality attributes of concern vary from domain to domain, they typically include things like performance (time to
Table 1. Domains involving end user compositions

<table>
<thead>
<tr>
<th>Type</th>
<th>Compositions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Astronomy</td>
<td>electromagnetic image processing tasks [11]</td>
</tr>
<tr>
<td>Bioinformatics</td>
<td>biological data-analysis services [30]</td>
</tr>
<tr>
<td>Digital music production</td>
<td>audio sequencing and editing [33]</td>
</tr>
<tr>
<td>Environmental Science</td>
<td>spatio-temporal experiments [57]</td>
</tr>
<tr>
<td>Geospatial Analysis</td>
<td>interactive visualization of geographical data [38]</td>
</tr>
<tr>
<td>Home Automation</td>
<td>home devices and services [29]</td>
</tr>
<tr>
<td>Neuroscience</td>
<td>brain-image processing libraries [12]</td>
</tr>
<tr>
<td>Scientific computing</td>
<td>transformational workflows [49]</td>
</tr>
<tr>
<td>Socio-technical Analysis</td>
<td>dynamic network creation, analysis, reporting and simulation [48]</td>
</tr>
</tbody>
</table>

To complete a task), resource requirements (numbers of processors, storage requirements), availability (likelihood of crashing), privacy and security (protection of data). For example, a brain imaging composition may be of little use to a neuroscience researcher if it takes a week to execute, fails frequently, or compromises the privacy of the data.

Fourth, the socio-technical ecosystem within which these computations are used is complex, involving many roles and incentives [25]. For example, researchers care that their compositions produce credible outputs and that they can share their computations with their peers; component providers care that they are given credit for the use of their components; regulators and funders care that the provenance of all results is fully documented.

Today these end-user communities are not well served by existing technology and development platforms. In particular, we can identify five critical barriers.

1. **Excessive Technical Detail**: Creating compositions today often requires knowledge of myriad low-level technical details, such as data formats, parameter settings, file locations, ordering constraints, execution conventions, scripting languages, etc. As Figure 1 illustrates, brain imaging research using FSL tools requires a user to understand and create detailed execution scripts that specify how to configure each of the constituent tools, which may have dozens of configuration parameters. As another example, in the domain of intelligence analysis (cf. Section 4) a typical composition that involves two logical steps, but is executed in the context of a service-oriented architecture (SOA), requires the end user to specify a Business Processing Event Language (BPEL) script shown in Figure 2 [48]. The script requires the user to explicitly specify low-level details that handle control flow, variable assignment, exception handling, and other programming constructs.

2. **Inappropriate Computational Models**: The computational models provided by typical execution platforms, such as SOA, may require end users to map their tasks into a computational vocabulary that is quite different from the natural way of decomposing the task in that domain. For example, tasks that are logically represented in the end user’s mind as a workflow may have to be translated into the very-different vocabulary of service invocations executing on a SOA, as illustrated in Figure 2.
3. **Inability to Analyze Compositions:** There may be many restrictions on legal ways to combine elements, dictated by things like format compatibility, domain-specific processing requirements, ordering constraints, and access rights to data and applications. Today, discovering whether a composition satisfies these restrictions is largely a matter of trial and error, since there are few tools to automate such checks. Moreover, even when a composition does satisfy the composition constraints, its extra-functional properties — or quality attributes — may be uncertain. For example, determining how long a given computation will take to produce results on a given data set can often be determined only by time-consuming experimentation.

4. **Lack of Support for Reuse:** An important requirement in many communities is the ability for professionals to share their compositions with others in those communities. For instance, brain researchers may want to replicate the analyses of others, or to adapt an existing analysis to a different setting (e.g., executed on different data sets). Packaging such compositions in a reusable and adaptable form is difficult, given the low-level nature of their encodings, and the brittleness of the specifications.

5. **Impoverished Support for Execution.** The execution environment for compositions is often impoverished. Compared to the capabilities of modern programming environments, end users have relatively few tools for things like compilation into efficient deployments, interactive testing and debugging (e.g., setting breakpoints, monitoring intermediate results, etc.), history tracking, and graceful handling of run-time errors. This follows in part from the fact that in many cases compositions are executed in a distributed environment using middleware that is not geared towards interactive use and exploration by technically naive users.

![Fig. 2](image_url)

**Fig. 2.** A segment of BPEL orchestration of a socio-cultural analysis workflow

This gap between the needs of end users and today’s technology has a number of serious consequences. The cost of producing effective compositions is excessive because end users must become experts in implementation details not relevant to their primary task. The quality is low because compositions tend to be brittle and in many cases fail to meet their extra-functional requirements. Compositions are difficult to reuse, modify, and maintain, leading to gratuitous reinvention.
Recognizing these problems, a number of research- and practitioner-based efforts have produced platforms that provide end-user tools for composition, reuse and execution within specific domains. As described in more detail in Section 5, this is typically done through the creation of component repositories, and composition environments that support computational models appropriate to the domain, such as workflow execution, widget composition, data exploration or music synthesis and composition. Examples include Taverna for life sciences, the Ozone Widget Framework (OWF) for geospatial analysis, VisTrails for data exploration and visualization, Steinberg’s Virtual Studio Technology (VST) for composing music effects, etc.

While many of these platforms have been quite successful, and several are in widespread use, they are typically handcrafted for specific communities and domains — often at great cost in development time and effort. What is needed, we would argue, is a foundational understanding of the problem and a general approach to a solution that gets at the heart of the mismatch between end user needs and technologies that must be exploited. Such foundations would ideally lead to a systematic approach to developing tools that surmount the barriers outlined earlier. In the next section we outline such an approach.

3 End-User Architecture

The key to solving the problems outlined above is to recognize that the computational design activities performed by those communities are fundamentally architectural in nature. Recognizing that, one can then explore how modern techniques and tools in support of software architecture can be applied to this new area of end-user architecting.

Software architecture emerged as a subfield of software engineering in the 1990s as a way to tackle the increasing complexity of software systems design. While there are many definitions of software architecture, a typical one is [8]:

*The software architecture of a computing system is the set of structures needed to reason about the system, which comprises software elements, relationships among them, and properties of both.*

Definitions aside, the principle idea behind software architecture is to allow software engineers to treat system design at a high-level of abstraction, representing a system as a composition of interacting components. Properties of those components and their compositions can then be specified in a way that allows designers to analyze systemic quality attributes and tradeoffs, such as performance, reliability, security, availability, maintainability, and so on [50].

Since its emergence there has been substantial development of foundations, tools, and techniques to aid software architects. These include formal and semi-formal architecture description languages (ADLs) [44], architecture-based analyses [19], architecture reconstruction tools [47], architecture evaluation methods [9], architecture handbooks [6], architecture style definition and enforcement [17], and many others.

With respect to the theme of this paper, a number of salient features of software architecture are particularly important:
– **Component Composition:** Software architecture represents a system as a composition of components, supporting a high-level view of the system and bringing to the forefront issues of assignment of function to components, component compatibility, protocols of interaction between components, and ways to package component compositions for reuse.

– **Domain-Specific Computation Models:** Software architecture allows developers to represent a system using compositional models that are not restricted by the implementation platform or programming language, but can be chosen to match the intuition of designers. Specifically, software architecture allows one to define **architectural styles**, where each style denotes a family of systems that shares a common vocabulary of composition, conforms to rules for combining components, and identifies analyses that can be applied to systems in that family [50]. Styles may represent generic computational models such as publish-subscribe, pipe-filter, and client-server. Or, they may be specialized for particular domains [35,36].

– **Analysis:** Software architecture allows developers to perform analysis of quality attributes at a systems level. This is typically done by exposing key properties of the components and their interactions, and then using those properties in support of calculations to determine expected component compatibility, performance, reliability, security, and so on [19]. This in turn allows developers to make engineering tradeoffs, for example balancing attributes like fidelity, performance, and cost of deployment to match the particular business context. Additionally, in some cases it is possible to build analytic tools that not only detect problems, but also suggest possible solutions [52].

– **Reuse:** Software architecture supports several kinds of reuse. First, architectural styles provide a basis for sharing components that fit within that style [35,36]. Modern examples of this include platforms like JEE and frameworks like Eclipse. Second, software architectures permit the definition of reusable patterns that can be used to solve specific problems [2,6]. Third, most architectural models support hierarchical description, whereby a component can be treated as a primitive building block at one level of composition, but refined to reveal its own sub-architecture.

– **Execution Support:** For some architectural styles tools can generate implementations. Typically this is done by using a repository of components that conform to the style, and then compiling the system description into executable code [18]. Additionally, software architectures can be used for run-time monitoring and debugging [58].

These properties suggest that if applied appropriately, software architecture principles, tools, and practices could directly address the five challenges outlined in Section 2. Specifically:

1. **Excessive Technical Detail:** Architectural models provide a way to develop, analyze, and execute compositional models at a high level of abstraction, suppressing details of implementation.

2. **Inappropriate Computational Models:** Architectural models can define domain-specific compositional styles to match the computational intuition of end users.
3. **Inability to Analyze Compositions:** Architectural models, suitably represented and formalized, can be analyzed by tools to gain insight into a system’s expected quality attributes and to evaluate tradeoffs between alternative designs based on their support for relevant qualities.

4. **Lack of Support for Reuse:** Architectural models support reuse of components, patterns, styles, and encapsulated subsystems.

5. **Impoverished Support for Execution.** Architectures can, in principle, be used as a basis for compilation, deployment, execution, and debugging.

How can these potential benefits be realized? We would argue that the key to doing this is to use an approach in which there is an explicit architectural representation of the compositions created by end users. For a given domain the architectures that could be created would be associated with a domain-specific architectural style corresponding to natural computational models for the domain (such as some variant on workflow, publish-subscribe, or data-centric styles). Further, associated with the style and corresponding infrastructure, there would be a set of architecture services that could support analysis, execution, etc. Finally, all of these features would be made available to users through a graphical front end that supports access to component repositories, architecture construction, system execution, and various additional support services.

This leads to a general framework of system organization in support of end-user architecting, as illustrated in Figure 3. Part (a) of the figure shows the current state of affairs: users must translate their tasks into the computational model of the execution platform, and become familiar with the low-level details of that platform and the primitive computational elements (applications, services, files, etc.) — leading to the problems outlined in Section 2. Part (b) illustrates the new approach. Here, end-user architectures are explicitly represented as architectural models defined in a domain-specific architectural style. These models and the supporting infrastructure can then support a host of auxiliary services, including checking for style conformance, quality attribute analysis, compilation into efficient deployments, execution and debugging mechanisms, and automated repair — as shown in part (c).

![Fig. 3. End-user Architecting Approach](image)

### 4 Case Studies

To investigate the potential of this approach we instantiated the general framework described above in three domains: dynamic network analysis, brain imaging, and geospatial analysis. For each we describe the nature of the domain and the forms of composition that are required within the community of use. We then consider how we adapted
the end-user architecting framework to this domain in terms of (a) architecture representation, (b) architecture style, (c) architectural analysis, (d) execution support, (e) additional services, (f) reuse, and (g) user interface.

4.1 Dynamic Network Analysis

Dynamic Network Analysis (DNA) is a domain of computation that focuses on the analysis of network models, which represent entities, relations, and their properties. DNA is increasingly being used in a variety of fields, including anthropology, sociology, business planning, law enforcement, and national security, where networks capture the relationships between people, knowledge, tasks, locations, etc. [7].

End users in these fields are typically analysts who extract entities and relations from unstructured text (such as web sites, blogs, twitter feeds, email, etc.) to create network models, and who then use those models to gain insight into social, organizational, and cultural phenomena through analysis and simulation.

For example, an analyst interested in understanding disaster relief after the Haiti earthquake in 2010 [59] might build a network from open source news data provided through a source such as LexisNexis [31]. This unstructured textual data needs to be processed into a usable form, or “cleaned,” to filter out headers, remove noise, and normalize concepts. From this processed data a dynamic network can be generated representing associations between people, places, resources, knowledge, tasks, and events. Using network analysis algorithms, insights can then be gained. For example, analysis can determine things like the primary organizations and people involved in the relief effort, how information about food and medical supplies propagated through the network, and how these evolved over time.

Similar kinds of analyses are routinely carried out in law enforcement (where analysts use crime reports and statistics to determine drug-related gang activities), healthcare and disease control (where analysts use medical reports from hospitals and pharmacies to understand disease vectors), and anthropology (where social scientists can understand belief systems and how they relate to demographics).

Within this broad domain of dynamic network analysis, analysts typically engage in a process of composing a variety of existing tools to extract networks, analyze them, and display results. Figure 4 illustrates a typical toolset used for such analyses consisting of the following: AutoMap for extracting networks from natural language texts, ORA for analyzing and visualizing networks, and Construct for “what-if” reasoning about the networks using simulation [48].

Conceptually the computations that analysts create can be viewed as workflows, where each step in the workflow requires the invocation of some data transformation step that consumes the data from previous steps and produces results for the next step. However, traditionally, to achieve this kind of composition analysts would need to understand the idiosyncrasies of each of tool, manually invoke them on data stored in various file locations using a variety of file naming schemes and data formats, and preserve the results of the analysis in some location that they would have to keep track of, before invoking another tool to carry out the next step.

More recently coarse-grained tools like AutoMap, ORA, and Construct have been reengineered to expose a set of services that can be composed within a SOA
While the use of services reduces the burden of learning to use specific tools, and opens up the possibility of novel compositions, unfortunately the use of SOA requires end users to translate their workflow intuitions into the low-level encodings and scripting required by SOA orchestration languages such as BPEL. Figure 2 illustrated the resulting complexity of such encodings.

To apply the proposed end-user architecting approach to this domain, we adapted the end-user architecting framework of Figure 3 by creating an environment, called SORASCS (Service ORiented Architecture for Socio-Cultural Systems), for dynamic network analysis [16,48], and illustrated in Figure 5. Key features of this environment are as follows:

a. Architecture Representation: Architectures are explicitly represented in a system layer, called the socio-cultural analysis layer. This layer stores compositions as workflows. It also provides a repository of data transformers, which act as component building blocks for creation of new workflows.

b. Architecture Style: Compositions are defined using a formal workflow architectural style, which specifies the vocabulary of element types and constraints on compositions [12]. Element types include data transformers, data sources, and data sinks. Constraints of the workflow style prohibit the introduction of cycles, dangling connectors, unattached interfaces, and mismatched communication channels (where the data produced by one component is incompatible with the data consumed by a successor component).

c. Analysis: The SORASCS workflow style supports a number of analyses including (a) data privacy analysis, which identifies potential privacy issues in the information flows, (b) ordering analysis, which uses machine-learning to evaluate whether the ordering of transformation steps is consistent with previously constructed workflows, and (c) performance analysis, which estimates the amount of time that will be taken to complete an analysis of a specified data set.
d. **Execution Support:** Workflows are compiled into BPEL scripts, which are run within the Services Layer using standard SOA infrastructure. The compilation process attempts to optimize performance by parallelizing workflow execution. Additionally, there is execution support for long-duration transformations and graceful error handling — typically not provided by baseline SOA infrastructure. Further, it is possible for a user to set breakpoints, execute the workflow one transformation at a time, and preserve intermediate data for later inspection.

e. **Services:** The SORASCS platform provides services for examining history and for repeating previously executed activities in the history list. The platform also provides data services for organizing data into projects and categories, and categorizing the data in ways that are informative to analysts. Access control is provided to check that users have appropriate rights to use data sets and transformations.

f. **Reuse:** Workflows can be encapsulated as parameterized components for later reuse and adaptation. These are stored in a repository of available data transformers, which may be used as primitives, or “opened” to reveal their substructure and possibly edited for new usage contexts.
g. **User Interface:** A web-based graphical interface, called SWiFT [20], is provided for workflow construction, analysis, and execution. Further, the interface provides access to the set of available data transformers, organized hierarchically according to community-based ontologies.

To illustrate how SORASCS works, Figure 6 shows a workflow that analyzes a user’s emails to generate a social network of his/her contacts. Table 2 lists the computational elements that are used for this workflow. The **Mail Extractor** workflow step acquires security credentials to connect to a remote mail server in order to gain access to the user’s emails. The composition then transmits the user’s email data to **Filter Text**, followed by **Delete**, which in combination remove irrelevant words and symbols. This data is then passed to **Generate Meta-Network**, which generates a social-network of the people and concepts referred to in the email text. **HotTopics** then creates a report listing important keywords in this social network. The workflow also uses two data sources that provide the inputs to the text processing steps.

![Fig. 6. A DNA Workflow with a Security Flaw](image)

When a security analysis is run on this workflow, SORASCS detects a security problem. In this case, data security requirements mandate the use of ‘token-based authentication’ by all services. However the above workflow includes the **Mail Extractor** service, which uses ‘password-based authentication’ — indicating a security violation. The analysis flags this as a problematic workflow by highlighting the inappropriate service in red.

Once analysis is complete and the errors have been corrected, the user can compile the workflow into the BPEL script illustrated in Figure 6, which can then be executed. Although not illustrated here, as execution proceeds, the user is given feedback through the SORASCS user interface to show which workflow step is currently being executed.

### 4.2 Neuroscience

Functional magnetic resonance imaging (fMRI) is a common form of analysis performed by neuroscientists in the brain-imaging domain to understand the behavior of the human brain [44]. A typical fMRI analysis consists of sequences of computations over brain image data to support hypotheses or interpretations, such as assessing the
Table 2. DNA operations used in the workflow of Figure 6

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mail Extractor</td>
<td>Extracts email from a server to a text file</td>
</tr>
<tr>
<td>Filter Text</td>
<td>Removes undesirable information from text files</td>
</tr>
<tr>
<td>Delete</td>
<td>Removes a set of common keywords using a standard dictionary (such as: a, an, the, etc) from a text file</td>
</tr>
<tr>
<td>Generate Meta-Network</td>
<td>Creates a dynamic network based on the information in the text file</td>
</tr>
<tr>
<td>Hot Topics</td>
<td>Creates a report about important keywords in a social network</td>
</tr>
</tbody>
</table>

evolution of cognitive deficits in neurodegenerative diseases \[13\]. Figure 7 illustrates a typical image translation process.

Neuroscientists have at their disposal large repositories of brain imaging data, such as the BIRN Data Repository \[4\] and the Portuguese Brain Imaging Network Project \[54\]. Neuroscientists also have access to a large variety of processing tools, which perform functions such as those listed in Table 3.

![Fig. 7. Brain image data viewed after individual pre-processing steps](image)

Professional neuroscientists can easily identify the steps required for processing brain imaging data, but because of a proliferation of possible tool implementations for each step and their idiosyncratic parameterization requirements, they find it difficult to choose and assemble tools to implement these steps. Furthermore, while these experts can debug a processing script by examining the outputs, novices are typically unable to do this. As an example of the complexity introduced by tool parameterization, Figure 11 illustrates a part of a typical script in which a single logical processing step requires the specification of 9 parameters.1

Additional complexity arises because of implicit sequencing constraints. For example, a mandatory step in fMRI analysis is to perform pre-processing operations on brain image data to remove or control some aspects that can affect the overall analysis \[53\] (such as aligning one brain volume to another using linear transformations operations)

1 In practice, the number of parameters ranges from 5 to 25.
### Table 3. Some tools for brain-imaging processing

<table>
<thead>
<tr>
<th>Operation</th>
<th>Description</th>
<th>Tool name</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Align</strong></td>
<td>Alignment of an fMRI sequence based on a reference volume (i.e. motion correction, direction correctness)</td>
<td>fslmaths, fsilroi, mcflirt</td>
</tr>
<tr>
<td><strong>Segmentation</strong></td>
<td>Segmentation of a brain mask from the fMRI sequence</td>
<td>bet2, fslmaths, fslstats</td>
</tr>
<tr>
<td><strong>Spatial Filtering</strong></td>
<td>Compute spatial density estimates for neuroscience images, and filter the volumes accordingly</td>
<td>fslmaths, susan</td>
</tr>
<tr>
<td><strong>Temporal Filtering</strong></td>
<td>Blur the moving parts of images, while leaving the static parts.</td>
<td>fslmaths</td>
</tr>
<tr>
<td><strong>Normalize</strong></td>
<td>Translating, rotating, scaling, and may be wrapping the image to match a standard image template</td>
<td>flirt</td>
</tr>
<tr>
<td><strong>Register</strong></td>
<td>Align one brain volume to another using linear transformation operations (such as rotation, translations, etc.) or non-linear transformations (such as warping, local distortions, etc.)</td>
<td>flirt, fnirt</td>
</tr>
</tbody>
</table>

Like rotation, translation, etc.). While experts may learn these constraints through trial and error, there are no tools to guide less-expert end users.

There are many possible ways to encode image data and analysis results, and neuroscientists must ensure that encodings match between steps. This further complicates composition because neuroscientists must be aware of these formats and carefully select compatible steps or manually locate transducers that can bridge mismatches.

![Fig. 8. A problematic neuroscience workflow that misses ‘alignment’ of data before ‘temporal filtering’](image-url)
To address these problems we adapted the end-user architecting framework to this domain as follows:

a. **Architecture Representation**: Similar to dynamic network analysis, architectures are explicitly represented in a system layer that stores compositions as workflows and provides a repository of processing steps and transducers. The main components made available in this prototype were derived from the FSL tool suite (e.g., *bet2, fslmath, flirt*)\(^1\).

b. **Architecture Style**: Compositions are defined using a formal workflow architectural style, which is similar to the one used for dynamic network analysis\(^2\). The neuroscience style differs in two respects: (a) it defines computational elements specific to the neuroscience domain, and (b) it provides additional properties and domain-specific constraints (such as checking ports for different data encodings and other content of brain-image data) that allow the correct construction of workflows within the neuroscience domain.

c. **Analysis**: Similar to dynamic network analysis, the properties of the style elements are used for designing various domain-specific analyses for the brain imaging domain. An example is data mismatch analysis to support the detection of data mismatches in the neuroscience compositions and to suggest repairs that can resolve these mismatches based on an end user’s quality of service requirements\(^5\).

d. **Execution Support**: Workflows are compiled into BPEL scripts, which are executed on a service-oriented platform, identical to SORASCS, providing the similar feedback and debugging facilities.

e. **Services**: Similar to dynamic network analysis, the brain imaging platform provides services to end users tracking the history of operations performed and access to brain imaging data sets.

f. **Reuse**: Like dynamic network analysis, workflows can be encapsulated as parameterized components for later reuse and adaptation.

g. **User Interface**: A web-based graphical interface is provided for workflow construction, analysis, and execution.

Figure\(^8\) illustrates a typical application that analyzes brain image data using some of the transformation operations listed in Table\(^5\). To the right of the workflow the figure indicates the invocation and parameter settings that are used to invoke individual tools.

In this example analysis reveals an error in the workflow located in the **Temporal Filtering** component and its corresponding interface. The error occurs because before doing temporal filtering on brain-imaging data, it is necessary to align it. Therefore any workflow is required to have the **Align** component before the **Temporal Filtering** component. This is an example of a typical semantic problem that cannot be easily identified from scripts or BPEL-like compositions.

\(^2\) In fact, using the formal architectural description language of Acme\(^3\), we have defined a common root style for both the dynamic network analysis domain and the neuroscience domain\(^1\).
4.3 Geospatial Analysis

Geospatial analysis tools allow analysts to explore location-based data using graphical representations such as maps and charts \[51\]. Examples of such data include data about infrastructure (e.g., an electrical grid), population distribution (e.g., census data), or dynamic network data that has location information associated with it (e.g., crime activities associated with a criminal network derived from police reports). End users in this field typically want to display information on one or more maps, drill down into more detail in certain views, and receive updates when information changes. In contrast to dynamic network analysis and neuroscience analysis, which is largely sequential and transformational, end users doing geospatial analysis typically explore information through a set of concurrent tools that exchange dynamically-changing data to update multiple concurrent views.

The Ozone Widget Framework (OWF) \[45\] – or just Ozone – is a web platform for integrating web-based tools in this domain. Web applications are represented as lightweight visual applications, called widgets, and OWF allows end users to open and compose a set of widgets through a web “dashboard” in their browser. Users interact with widgets, which communicate among each other using the OWF framework.

An example of an Ozone dashboard is shown in Figure 9. The right-most window is the launch menu from which end users can add widgets to their dashboard. There are four widgets displayed on the dashboard, displaying information of different types, some in chart form, others (in the background) on maps. These widgets may pass information between each other to ensure that they are focused on the same map region, for example, or to display updated information as it becomes available from a database or data stream. This dashboard and the arrangement of widgets can be shared between developers by exchanging textual configuration files.

Ozone widgets interact in a publish-subscribe style \[8\]: widgets can publish events to channels and subscribe to channels to receive events. All widgets that have subscribed to a channel receive data published to that channel by any other widget. Widget developers who wish to integrate with other developers must agree on the names of channels to publish to, and the format of the data that is published. To offer additional control over communication, Ozone also allows end users to restrict potential communication between widgets by indicating pairs that are allowed to communicate, thereby implicitly restricting other widgets from participating in those communications.

While end users are free to choose which widgets appear in their dashboard, considerable care must be taken to ensure sensible configurations. In particular, it is important to make sure that widgets both publish and subscribe to the appropriate channels, and that the type of data published is consistent with that expected by subscribers.

Unfortunately, today it is difficult to do this because the interconnection topology is largely implicit. Specifically, to determine the interconnection structure between widgets an end user needs to either examine widget source code, or perform experiments. This problem is compounded by the use of restriction lines, because they can radically change the communication topology indicated in the code by prohibiting interactions that would otherwise be allowed.

---

3 Events in Ozone are plain-text strings or JSON objects.
The existence of complex interconnection rules and behavior lead naturally to the use of architectural modeling of widget compositions, which could support the end-user architecting process through automated constraint checking. For example, a widget topology can be checked to conform to a privacy constraint that widgets containing private data do not communicate it to third-party untrusted widgets. Another application is widget topology generation: a user would specify what pairs of widgets should and should not interact, and a set of topologies would be generated.

Key features of our end-user architecting approach to this domain are:

a. **Architecture Representation:** Ozone widget configurations are represented as explicit architectural models, that indicate which widgets are involved in a composition and the communication topology.

b. **Architectural Style:** Compositions are defined using a variant of a publish-subscribe style that takes into account the idea of restrictions. Element types include Widgets, which have publish and subscribe interfaces, and two types of connectors representing public channels and private (restricted) channels.

c. **Analysis:** We are building analyses to provide insight into the widget compositions, such as which widgets are communicating, whether there are data mismatches over publish-subscribe channels, how to restrict communication to minimize event messaging, whether information is lost (e.g., because there is no widget subscribed to information on a particular channel).
d. **Reuse:** Dashboard setups (i.e., configurations) can already be shared between analysts as textual configuration files. Embellishing this with architectural representations allows end users to check whether adaptations to existing compositions retain prior communication channels, and whether it is feasible to substitute one widget for another.

e. **Services:** Similar to dynamic network analysis, we expect to be able to provide automated data mismatch detection and repair.

f. **Execution support:** We are building support for debugging in the form of channel monitoring and execution histories.

g. **User interface:** An explicit architectural model enhances the current Ozone user interface by providing information to the end user about which widgets are sharing information with other widgets, which widgets are restricted from communicating, and so on.

5 Related Work

Three primary areas of related research have influenced the formulation and direction of this work: (a) end-user software engineering, (b) software architecture design, and (c) tools and frameworks for end users.

**End-User Software Engineering**

End-user software engineering is a research area at the intersection of computer science and human-computer interaction. It aims to empower users who do not have deep technical expertise to harness the power of computers in support of tasks within their profession [28]. Although such users do not have (or want to have) the skills of professional software developers, often they face many of the same software engineering challenges: understanding requirements, carrying out design activities, supporting reuse, quality assurance, etc. In fact, studies have shown that across many domains, such end users spend about 40% of their time doing programming-related activities [25], but employ few of the tools and techniques used by modern software engineering. As a result, creating computations often leads to systems that are brittle, contain numerous bugs, have poor performance, cannot be easily reused or shared, and lead to a proliferation of idiosyncratic solutions to similar problems within a domain [5].

To date, most of the research in end-user software engineering has focused on end-user programming, where novel forms of programming languages have been developed for enhanced usability within a domain. These include visual programming languages [39], programming-by-demonstration [10], direct manipulation programming languages [26], and domain-specific languages [15].

In contrast, this paper focuses on domains in which component composition is the primary form of end-user system construction, an activity that we have termed end-user architecting. For such domains, we have argued, it makes sense to explore ways to adapt the tools and techniques of software architecture, rather than software programming.
Software Architecture

As we discussed in Section 3, there exists a large body of foundational work on software architecture that has paved the way for architecture to be used as a model to reason about a software system. In this paper we build directly on that heritage. Key influences have been architecture description languages \[34\], the use of architectural styles \[50,37\], and architecture-based analyses \[19\].

In this paper we have argued that these techniques have direct relevance and can be effective in solving many of the problems of end-user architecting. However, as we elaborate in Section 6, there also remain a number of gaps and challenges that require additional research and adaptation of those techniques to the needs of end users.

Tools and Frameworks for End-User Composition

The primary motivation for this paper is the fact that a large number of domains require technically-naive users to compose computational elements into novel configurations, such as workflows and scripts for experiments and analyses. Such users often form large communities that share a common set of tasks, vocabulary, and computational needs. These communities include astronomy \[11\], bioinformatics \[30\], environmental sciences \[57\], intelligence analysis \[48\], neuroscience \[42\], and scientific computing \[49\]. In such communities simple turnkey or parameterized implementations are inadequate, since it is impossible to anticipate all possible configurations — hence the need for tools that can help users in creating, executing, and sharing compositions.

As a consequence, a number of powerful composition environments have been created for particular problem domains. Examples include: Loni-pipeline \[46\] for brain-imaging compositions; Galaxy \[21\] for genomics; and Vistrails \[3\] for data-exploration and visualization for scientific applications. Other more generic composition environments, such as Taverna \[43\], Kepler \[32\], WINGS \[22\], and Ozone \[38\], can be used across several domains, but typically only support a specific computation model — such as workflow or publish-subscribe.

In contrast to these efforts, this paper attempts to lay the foundation for viewing this class of tools and frameworks as supporting architecture design, and argues that there are considerable benefits in taking this point of view. Among those benefits are the ability to formally define and reason about compositional models as instances of domain-specific architectural styles, create cross-domain analyses, provide systematic support for reuse and adaptation, support powerful auxiliary services (e.g., mismatch repair), and support execution, testing, and debugging.

6 Discussion

Having described an approach to end-user architecting and illustrated it through three case studies, we now consider some of the aspects of that approach in more detail and outline some of the challenges and open problems.

The centerpiece of an end-user architecting approach is the explicit representation of a composition of computational elements as an architecture, expressed within an appropriate architectural style for the domain at hand. In the case of dynamic network
analysis and neuroscience we used variations on a dataflow style. In the case of geospatial analysis we used a publish-subscribe style.

But where does that style come from? In our own experience, we have found that it is often non-trivial to determine this. For example, in the case of dynamic network analysis we found that in some compositions, users wanted to include interactive tools as components in their workflows, in addition to data transformers. This led to a hybrid style that was not purely transformational (as would be the case for a pure dataflow style), but rather permitted a user to interrupt a data transformation workflow, and interactively explore data using applications running on the desktop, before continuing with successive data transformation. Formally, we had to introduce into the style a new type of component — an interactive tool component — and create execution infrastructure to permit those components to work smoothly with data transformation executing on a SOA (see [48] for details).

Similarly, we were initially unsure how to model the communication restrictions present in the Ozone Widget Framework. After exploring a number of options we eventually decided on a variant of a publish-subscribe style that includes two publish-subscribe connector types: public and private pub-sub channels.

The problem of defining an appropriate end-user architecting style is further complicated by the fact that end users may have different compositional needs at different times. For instance, in many analytical domains (including all three domains that we studied), it is the case that in early stages of development end users want to do exploratory investigation using highly interactive, manually-controlled tools. But once it is clear what kinds of computation need to be done, a more streamlined composition can be constructed that provides better performance and is easier for others to use as a packaged computation. This suggests that end users may have several modes of composition, with different architectural modeling needs.

Thankfully, today there are a number of tools that allow one to experiment with different styles. For instance, in our own work we used Acme and its supporting Acme Studio toolset [17]. Acme supports rapid design and experimentation with styles. In particular, styles can be defined using a declarative language, which can then be directly compiled into an environment for constructing systems in that style and for checking conformance with the constraints of the style. Acme Studio also provides an analysis plug-in framework that allows one to rapidly develop analyses appropriate for a given style [19].

Moreover, Acme has a rich set of base styles (client-server, publish-subscribe, etc.), which can be used as a starting point defining domain-specific styles for end-user architecting communities. For instance, both the dynamic network analysis style and neuroscience style were developed by specializing a common inherited dataflow style. Further, since Acme styles are formally defined they may also be formally analyzed as specifications in their own right to determine, for example, whether a style has the properties that one expects, or to detect inconsistencies when multiple styles are combined [27].

Another technique that helps address this problem is construction of support services that bridge the gap between different modes of composition. In SORASCS, for example, we provided tools to transition between interactive exploration and workflow.
Specifically, an end user can manually and interactively invoke operations on data sets. SORASCS keeps track of the history of these invocations. Once users are happy with the results, they can use the history to generate a workflow that captures the overall transformation that they want to package as a workflow.

A second concern that must be addressed when pursuing an end-user architecting approach is the issue of managing large component repositories. As we indicated earlier, for many domains there may be hundreds of possible elements that can be combined to produce compositions. In SORASCS, for example, there are over 100 data transformations that are available for dynamic network creation, analysis, visualization, simulation, and report generation. Thus any effective tool for end-user architecting will need to provide scalable ways to search repositories. We have experimented with several schemes for this. For example, we can use community-based ontologies to organize services into categories familiar to end users. We can provide a set of standard filters that can be used to extract components with appropriate properties along several dimensions. We can also use machine learning to recommend possible component selections, based on prior compositions. However, this remains an open problem, as few software architecture tools have addressed the problem of rich component repositories.

A third concern is whether we have raised the level of abstraction sufficiently high. While end-user architecting is a huge improvement over today’s programming-based systems, it still requires end users to consider carefully how their computations are composed from the available components. For some users — particularly novice users, or users who are simply reusing existing compositions — this may still require too much expertise.

This suggests that in many cases it may make sense to provide another level above that of architecture representation that more directly supports user tasks. For instance, there might be simple domain-specific languages that can be used to define some computation task. Or, there may be simplified interfaces that automatically construct the architectures through various menus or “wizards”. For example, with SORASCS we demonstrated the ability to do this by connecting it to a front-end tool, called VIBES [11], that provides a specialized interface for constructing belief network analyses.

More generally, the presence of an intermediate level of architecture simplifies the problem of providing task assistance to end users, since the gap between a task and an architecture that supports it is usually much smaller than the gap between a task and its executable. However, task-level support for end users seems a particularly rich area for future research, and many questions remain open. For example, is it possible to learn compositions by watching experts solve certain tasks? Can automated synthesis be used to achieve a computational goal based on a high-level description of the inputs and desired outputs?

A fourth concern is the engineering cost for creating end-user architecting environments. Ideally it should be possible to generate large parts of the N-tiered framework that we illustrated in Figure 3. This remains an open and active area of research.

Finally, as we noted in Section 2, one of the common elements of end-user architecting communities is that they often involve complex ecosystems. In this paper we have primarily addressed only one role within these ecosystems – the end-user architect. But
there are also other roles, such as component developers, data set providers, regulatory bodies, funding agencies, etc.

We have found that when following the end-user architecting approach advocated in this paper, it is also critical that these other roles be considered. For instance, what incentives are there for people to contribute reusable components to an end-user architecting platform? If none are in place, it is unlikely that there will be a sufficiently large base of parts for end users to assemble. Has the platform been constructed in such a way that it can be certified for use in deployment environments where there may be significant privacy or security requirements? If not, the end-user architecting tools may not be usable in the target context. How can an analyst who has created a composition get credit for that design if it is used by others? In many communities people are reluctant to make their tools available or share their analyses unless they receive some professional recognition for doing this.

While the approach we have advocated above does not by itself address the entire ecosystem, it can, however, help address some of the concerns such as those mentioned. For instance, analytical outputs of some computation can be formally linked to the composition that produced those results, providing a way to acknowledge the developers of the individual components and the composition itself. Additionally, as we have indicated, style-based analyses can guarantee certain properties of a composition — such as security or privacy. Tools can enforce that such analyses are successfully completed before permitting execution of a composition. Further, the decoupling of the architecture from the execution infrastructure on which it runs allows one to select an execution platform that satisfies regulatory concerns. That said, the understanding of ecosystems for end-user architecting communities remains a largely unexplored area, and a rich subject for future research.

7 Conclusion

We have argued that the computational activities of end users in many domains are analogous to that of software architects, and that rather than forcing end users to become programmers, we should instead provide architecture-based tools and techniques to support their tasks.

To make this concrete, we outlined six elements of an approach: (a) explicit representation of compositions as architectures, (b) use of domain-specific architectural styles to provide appropriate computational models, (c) the ability to analyze end-user architectures for properties such as performance, reliability, security, etc., (d) support for execution and debugging, (e) support for reuse, and (f) possibly additional services that leverage the architectural representation. We then illustrated how this approach can be used in three end-user architecting domains: dynamic network analysis, neuroscience, and geospatial analysis.

We believe that the recognition of the value of architectural modeling for end users in certain domains is an important first step towards improving the ability for myriad disciplines to leverage the power of computation without requiring its participants to

---

4 For instance, there are certain pre-approved infrastructures for the US military. By using these, one limits the amount of certification that must be done to the parts that are built on top of it.
become programmers. However, we also acknowledge that there is much more to be done to make this a reality, and we outlined some of the possible future directions in Section 6.
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Abstract. Diversity is prevalent in modern software systems. Several system variants exist at the same time in order to adapt to changing user requirements. Additionally, software systems evolve over time in order to adjust to unanticipated changes in their application environment. In modern software development, software architecture modeling is an important means to deal with system complexity by architectural decomposition. This leads to the need of architectural description languages that can represent spatial and temporal variability. In this paper, we present delta modeling of software architectures as a uniform modeling formalism for architectural variability in space and in time. In order to avoid degeneration of the product line model under system evolution, we present refactoring techniques to maintain and improve the quality of the variability model. Using a running example from the automotive domain, we evaluate our approach by carrying out a case study that compares delta modeling with annotative variability modeling.

1 Introduction

Modern software systems simultaneously exist in many different variants in order to adapt to changing user requirements or application contexts. Software product line engineering [32] aims at developing a family of systems by managed reuse in order to decrease time to market and to improve quality. In addition to this variability in space, software systems are extremely long-lived and have to evolve over time in order to maintain, improve or update their functionality. This unanticipated variability in time [26] changes the system design, structure, and behavior in an unexpected manner, e.g., for adapting it to new customer requirements or technological conditions. Evolution of software systems needs to be managed, and gets particularly difficult if a family of systems is considered.

The design of the software architecture plays an essential role in software development [27][25]. The architecture allows decomposing a complex system into smaller hierarchically structured components. These can be developed independently. The change frequency of architectural descriptions is lower than the changes on the implementation level, where often bugs etc. need to be fixed. However, changes in the architecture have a wide range impact on the overall
system such that architectural changes have to be planned, modeled and analyzed to ensure that the system quality is maintained despite of the changes. This is particularly complex for software product line architectures.

Most current ADLs [25] do not support the explicit representation of architectural change. The predominantly used approaches for architectural variability modeling use annotations to assign model elements to different variants. These annotative variability modeling approaches mostly use a so-called 150%-percent model of the system architecture incorporating all possible variability in which specific elements are annotated to belong to specific product variants. The monolithic 150%-percent architecture description gets easily very complex for large product families and is hard to manage in case of evolutionary changes. Introducing a new variant will most likely require changes of the whole model, as modular development and implementation of variable parts is not possible. To counter this problem, ADLs should support variability modeling by representing changes to the architecture in space and in time as explicit first-class entities. The variability description in the ADL should be modular to facilitate tracking changes to particular functions, components, or features. Furthermore, the description should be readable, easy to comprehend, to evolve, and to maintain.

In this paper, we present $\Delta$-MontiArc, an ADL with native support for architectural variability modeling in space and in time that allows defining variants of interactive distributed and Cyber-Physical systems in a modular manner. $\Delta$-MontiArc is based on the concept of delta modeling software product lines [6]. A product line of architectures is described by a core architecture and a set of architectural deltas that encapsulate changes to the core architecture. In order to obtain a particular product variant, a set of suitable deltas defined in a product configuration is applied to the core. As variable parts of a model, e.g., functionality for new product variants, are encapsulated in deltas, this approach overcomes the aforementioned problems of annotative variability modeling. As complexity of models is decreased and modular modeling of variability is possible, delta models are easier to comprehend and to evolve. In previous work [16, 14], $\Delta$-MontiArc was used to represent spatial variability only. In this paper, we extend it to capture temporal variability with the same linguistic means. If new products should be included in a product family, new deltas can easily be added to a delta model to generate new variants. If a product variant is no longer supported, its product configuration and redundant deltas may be removed. Modifications to certain product functionalities, e.g., for bug fixing, can be realized by replacing a particular delta by another version. In order to avoid degeneration of a delta model after some evolution steps, it can be refactored to improve its structure without changing the generated products. The evolution of architectures as considered in this paper reflects the evolution of the features contained in a software product line. However, the presented approach solely works on the level of the product line artifacts modeling solution space variability [8], in contrast to problem space variability that is typically captured with product features on the requirements level.
In order to evaluate $\Delta$-MontiArc, we carried out a case study to gain experience in spatial and temporal evolution of delta oriented product lines. This case study has been also modeled using a common annotative variability modeling approach to compare it with our approach. The case study describes a braking controller system which exists in variants for cars and motorcycles and allows the inclusion of several assistance system, like an anti-lock braking system or an electronic stability control. By considering several evolution and refactoring scenarios, we demonstrate that delta modeling is particularly well suited for representing architectural variability and architectural evolution.

The paper is structured as follows. Sect. 2 introduces $\Delta$-MontiArc for representing spatial architectural variability. Sect. 3 demonstrates how $\Delta$-MontiArc captures temporal architectural variability. Sect. 4 shows three refactoring strategies for delta models. Sect. 5 contains a qualitative and quantitative comparison of $\Delta$-MontiArc and an annotative variability modeling approach based on the preformed case study. Related work is discussed in Sect 6. Sect. 7 concludes the paper and outlines future work.

2 Spatial Variability

*Delta modeling* [6,36] is a language-independent approach for modular modeling of variability in the solution space [8] and can be applied to different modeling and programing languages like, e.g., class diagrams [35] or Java [34,36]. In [16,14], the concept of delta modeling is applied to software architectures in order to obtain an ADL with native support for architectural variability in space. A $\Delta$-MontiArc product line is specified by a designated core architecture that represents the architecture of a valid product variant, and a set of deltas that add, remove, or modify architectural elements to derive further product variants. An architectural variant is defined by a *variant configuration* that contains a set of application-specific deltas that are used in order to generate the variant. Therefore, the operations of these deltas are stepwise applied in a calculated order to transform the core to the architectural variant. After a variant is generated, its correctness is checked using mechanisms of the base language. To with an *application order constraint* (AOC) that determines which deltas must or must not be applied before. If, for example, a delta $A$ modifies a model element, that has been introduced by another delta $B$ and is not part of the core, the AOC of $A$ has to claim that it must be applied after $B$. Hence, the application order of the deltas contained in a variant configuration is calculated by interpreting the attached AOCs. If more then one application order is valid for a product variant, all application orders are expected to generate the same product, not regarding the order of the model elements in the resulting variant. This is the case, if for example two or more deltas of a configuration do not have an attached AOC and their position in the application order may be arbitrary switched without influencing the generated product. However, it is yet unchecked, if several valid application orders really result in the semantically same product. Therefore the correctness of AOCs is assumed. According to [36], it is also possible to define
product lines based on more than one valid core architecture. Then, however, the core model that is to be modified must be explicitly referenced in product configurations.

```
component BrakingSystem {
  autoconnect port;

  port
    in BrakeCommand brake,
    out BrakePressure wheelpressure1,
    out BrakePressure wheelpressure2,
    out BrakePressure wheelpressure3,
    out BrakePressure wheelpressure4;

countent PressureCalculator brakefunction;
}
```

Listing 1. Core architecture of BrakingSystem

$\Delta$-MontiArc is based on the textual architectural description language (ADL) MontiArc [18] that allows modeling and simulation of interactive distributed and Cyber-Physical systems. Therefore it provides modeling elements to describe component type definitions that contain an interface description, an internal structure given by subcomponents, and the communication between subcomponents and the components interface. An example of a MontiArc architecture is given in Lst. 1. It depicts the definition of component type BrakingSystem that calculates the brake pressure for all four wheels of a car. MontiArc components communicate with their environment using their interface. The interface definition of component BrakingSystem is given by an incoming port brake with type BrakeCommand (l. 5) and four outgoing ports to emit the calculated brake pressure for each wheel (ll. 6–9). The BrakingSystem component contains a subcomponent brakefunction that is an instance of component type PressureCalculator (l. 11). The connections between the outer ports and the interface of the brakefunction subcomponent are created automatically using MontiArc’s autoconnect statement (l. 2). Parametrized with keyword port, it automatically creates connections between all yet unconnected type-compatible ports with the same name.

$\Delta$-MontiArc extends the MontiArc ADL with the concepts of delta modeling. Therefore it defines a language that allows modifications of component type definitions by adding or removing model elements like ports, subcomponents, or connections. Lst. 2 shows delta DTractionControl specified in $\Delta$-MontiArc that adds a traction control functionality to component BrakingSystem by modifying the BrakingSystem component (c.f. ll. 3 ff). The delta adds an additional port accel to receive accelerate commands (l. 4). This port is implicitly connected to the added subcomponent stabilizer (l. 5). The aforementioned connections between the interface of component BrakingSystem and its subcomponent brakefunction are now explicitly redirected to the newly added
### Listing 2. Delta adding traction control

```
[delta] DTractionControl after

DAntiLockBrakingSystem & !DTwoWheel {
    modify component BrakingSystem {
        add port in AccelerateCommand accel;
        add component TC stabilizer;
        
        connect brakefunction.wheelpressure1 -> stabilizer.fromabs1;
        connect brakefunction.wheelpressure2 -> stabilizer.fromabs2;
        connect brakefunction.wheelpressure3 -> stabilizer.fromabs3;
        connect brakefunction.wheelpressure4 -> stabilizer.fromabs4;
    }
}
```

A subcomponent that itself is implicitly connected to the outer interface (c.f. ll. 7–14). In the example, the AOC given by keyword after in ll. 1 defines that delta DTrac tionControl has to be applied after delta DAntiLockBrakingSystem (see Lst. 3) and not before delta DT twoWheel. To efficiently check the applicability of deltas and the consistency of the application order constraints during product generation, a family-based analysis of delta-oriented product lines is presented in [15].

Concrete product variants are defined in \(\Delta\)-MontiArc by a product configuration that specifies which deltas have to be applied to the core architecture to generate a product variant. Lst. 4 shows product configuration CarWithTC for a braking system variant that contains an anti-lock braking system (added by delta DAntiLockBrakingSystem, see Lst. 3) and a traction control (added by delta DTrac tionControl, see Lst. 2) beside the basic brake functionality introduced by the core architecture which is depicted in Lst. 1.

### Listing 3. Delta adding anti-lock braking system

```
[delta] DAntiLockBrakingSystem {
    modify component BrakingSystem {
        add port in WheelSensor wheelspeed1,
        in WheelSensor wheelspeed2,
        in WheelSensor wheelspeed3,
        in WheelSensor wheelspeed4;
        replace component brakefunction
        with component ABS brakefunction;
    }
}
```
As running example throughout this paper, we consider a product line of braking system controllers. In Fig. 5 the delta model of this controller product line is shown. The core architecture `BrakingSystem` (see Lst. 1) is depicted at the very top of the figure. Below, we see all deltas denoted by ellipses. The solid arrows show the possible application orders of the deltas according to the application order constraints in the `after` clauses. The supported product variants are shown in dashed boxes. The product line contains a braking system for cars without an anti-lock braking system (`CarWithoutABS`) as core architecture. By applying the delta `DAntiLockBrakingSystem` (short: `DABS`), a product variant `CarWithABS` can be obtained. Using the delta `DTwoWheel` (short: `DTW`), a braking system for motorbikes with only two wheels is generated (`BikeWithoutABS`). Using the delta `DABS`, a braking system for motorbikes with ABS is derived (`BikeWithABS`). For cars, a traction control can be added.
by delta DTractionControl (short: DTC), and afterwards an electronic stability control can be added by delta DElectronicStabilityControl (short: DESC). Finally, the architecture can be tailored to work with an adaptive cruise control system by applying delta DAdaptiveCruiseControl (short: DACC) or alternatively by a four wheel drive using delta DFourWheelDrive (short: D4WD). The initial product line of braking systems realized in Δ-MontiArc supports eight product variants with six deltas.

3 Temporal Variability

The difference between temporal and spatial variability is that spatial variability is anticipated and, thus, can be planned ahead while temporal variability is unanticipated and has to be integrated into the product line after its initial design. However, variability in time can be presented by the same means as variability in space using the concepts of delta modeling [6].

The evolution of a product line can be completely classified into three different scenarios: first, new product variants are added; second, product variants are removed; third, existing product variants are modified. In the following, we illustrate how these three evolution scenarios can be represented with Δ-MontiArc without re-engineering the delta models from scratch, but by evolving it via modular and local changes to deltas and product configurations.

Add Variants. A delta model in Δ-MontiArc consists of a designated core architecture, a set of architectural deltas and the set of supported product configurations which are selected subsets of the available deltas. When new architectural variants are added, this amounts to adding the respective deltas and product configurations that are required to generate the new product variants which are not yet contained in the delta model.

In our running example, we can add a new product variant to the braking system controller product line that includes support for a reduction gear. This variant is only for driving offroad and, thus, requires that four wheel driving is included in the product as well. To capture this change, a new delta DReductionGear (short: DRG) shown in Lst. 6 is added to the delta model. A new configuration CarWithRG (see Lst. 7) defines the new product variant.

Remove Variants. When product variants are removed, since they are now longer supported or maintained, the respective product configurations can simply be removed from the set of product configurations. If deltas are no longer required for product generation, because all product configurations using them have been removed, also the redundant deltas can be removed. The removal of deltas can require a modification of application order constraints of other remaining deltas. This can only be the case, if the removed delta is mentioned in the after clause as a conflicting delta that may not be applied together with this delta. Hence, constraints on removed deltas can be deleted without changing the remaining product variants.
delta DReductionGear after DFourWheelDrive {
    modify component BrakingSystem {
        add component BrakeAmplifier;
        connect stabilizer.wheelpressure1
        -> BrakeAmplifier.wheelpressurefromesp1;
        connect stabilizer.wheelpressure2
        -> BrakeAmplifier.wheelpressurefromesp2;
        connect stabilizer.wheelpressure3
        -> BrakeAmplifier.wheelpressurefromesp3;
        connect stabilizer.wheelpressure4
        -> BrakeAmplifier.wheelpressurefromesp4;
    }
}

Listing 6. Delta for adding reduction gear

deltaconfig CarWithRG {
    DAntiLockBrakingSystem,
    DTraccionControl,
    DElectronicStabilityControl,
    DFourWheelDrive,
    DReductionGear
}

Listing 7. Configuration for product variant with reduction gear

In our running example, assume that the variants CarWithoutABS and CarWithTC should not be supported anymore, since all cars should now contain either ABS or ESC right away. These configurations can be removed from the product line without changing any delta, since all deltas are still required to generate the remaining variants. Now we assume, that the product portfolio should be consolidated such that only control units for cars are produced and motorcycles are not supported anymore. Hence, the variants BikeWithoutABS and BikeWithABS are removed and also delta DTwoWheel is removed since it is no longer required for generating a product variant. In delta DTraccionControl, the negated reference to delta DTwoWheel is also deleted.

Modify Variants. The modification of existing product variants requires to change the implementation of one or more existing deltas. A reason for a modification of an existing delta may, for instance, be a bug fix or an improvement of performance by new component realizations.

In our running example, assume that the existing delta DAdaptiveCruiseControl (see Lst. 8) has to be modified by adding a new input port for a rainsensor which is necessary for its correct functioning. The new version of delta DAdaptiveCruiseControl is depicted in Lst. 9. As only the implementation inside this delta is changed, the general structure of the product line does not
change. From now on, the new delta is used when generating product variants, such that the new corrected functionality of the adaptive cruise control system is contained in any newly generated product variant. Fig. 10 shows the structure of the product line after applying all three scenarios. Type safety of all deltas of a product line may be assured using a family-based analysis depending on MontiArcs checking facilities as described in [15] or by designing a constraint-based type system similar to the one presented in [33].

```plaintext
delta DAdaptiveCruiseControl after
    DElectronicStabilityControl && !DFourWheelDrive {
        modify component BrakingSystem {
            add port in AccelerateCommand accelfromacc,
                in BrakeCommand brakefromacc;
            add component SignalHandler;
            connect accel -> SignalHandler.accelfromdriver;
            connect brake -> SignalHandler.brakefromdriver;
        }
    }
```

Listing 8. Original delta for adding adaptive cruise control

```plaintext
delta DAdaptiveCruiseControl after
    DElectronicStabilityControl && !DFourWheelDrive {
        modify component BrakingSystem {
            add port in AccelerateCommand accelfromacc,
                in BrakeCommand brakefromacc,
                in RainIntensity rainsensor;
            add component SignalHandler;
            connect accel -> SignalHandler.accelfromdriver;
            connect brake -> SignalHandler.brakefromdriver;
        }
    }
```

Listing 9. Modified delta for adaptive cruise control system

4 Refactoring Delta-oriented Product Lines

As we can observe in the previous section, evolving a delta-oriented product line includes the addition and removal of deltas and the addition and removal of product configurations. This may lead to a degeneration of the product line structure, e.g., deltas are factually separated, but always applied together, or sequences of deltas are always applied to the core without generating individual products. While this is not a problem for the generated product variants themselves, it unnecessarily complicates the product line structure and hinders further evolution and maintenance.
Refactoring \cite{11} is a well-known technique on the programming language level to improve the structure of code without changing its semantical meaning. The same idea can also be applied to product lines realized with $\Delta$-MontiArc. Product line refactorings aim at reducing the overall complexity of the product line structure and at the same time increasing its comprehensibility. This is achieved by carefully changing the structure of a product line, but preserving the set of products that can be generated. Changes of the structure are accomplished by modifications of

1. the set of available deltas,
2. the content of existing deltas,
3. the application order constraints attached to deltas, and
4. the set of variant configurations.

In this section, we propose exemplary refactoring strategies to maintain the quality of the product line structure after product line evolution. In particular, we consider the Compose-Deltas-Refactoring where deltas that are always applied together are merged, the Merge-With-Core-Refactoring where deltas are integrated in the core to form a new core and Merge-With-Core-Refactoring With Inverse Deltas that extends the possibilities of the former refactoring.
This set of refactorings is not complete. Depending on the structure of a product line, more refactoring strategies might be possible.

_{Compose Deltas-Refactoring._} The Compose-Deltas-Refactoring merges the content of a sequence of deltas and forms a new delta that contains the combined modifications of the delta sequence.

_{Situation:}_ The precondition for this refactoring is that we have a sequence of deltas that are always applied together and where the intermediate products after applying any prefix of the sequence do not correspond to a supported product variant.

_{Mechanics:}_ The Compose Deltas-Refactoring is carried out as follows:

1. Identify a sequence of deltas \( D_1, \ldots, D_n \) satisfying the above conditions.
2. Construct a new delta \( D_n \) containing the modifications of the delta sequence:
   (a) Merge the modification operations of the composed deltas into \( D_n \) by putting all delta operations in sequence, starting from \( D_1 \) and ending with \( D_n \). Delta operations targeting the same architectural element can be composed to a single operation. For example, if a component is first added, then removed in a subsequent delta, and finally added again, the three operations can be replaced by a single add operation.
   (b) Compute the new application order constraint \( AOC_n \) of \( D_n \) which is the union of the application order constraints of the merged deltas \( AOC_1, \ldots, AOC_n \) where references to the deltas \( D_1, \ldots, D_n \) are removed.
3. Adjust all supported product configurations that include the delta sequence \( D_1, \ldots, D_n \) to only include \( D_n \).
4. Remove \( D_1, \ldots, D_{n-1} \) from the delta model, since they are no longer used to generate any product variant.

_{Effect:}_ By the Compose-Deltas-Refactoring, product generation is simplified as only one delta instead of a sequence of deltas has to be applied. Additionally, the complexity of the product line decreases since deltas that are no longer required after the refactoring can be removed.

---

```plaintext
delta DElectronicStabilityControl after
   DTractionControl && !DFourWheelDrive {
   modify component BrakingSystem {
   add port in LateralAcceleration lateralaccel;
   replace component stabilizer with component ESC stabilizer;
}
```

Listing 11. Delta for adding an electronic stability control system

_{Example:}_ In our running example, the deltas DTractionControl (set Lst. 2) and DElectronicStabilityControl (see Lst. 11) are always used together.
and the intermediate product after applying delta DTracionControl is not a supported product variant (see Fig. 10). To simplify the structure, these two deltas may be composed to a single delta which is again called DElectronicStabilityControl and shown in Lst. 12. It contains the delta operations of the two original deltas for adding the ports accel and lateralaccel and the respective connections. For the component stabilizer, there is only one delta operation adding the version of the component introduced by delta DElectronicStabilityControl. Delta DTracionControl adds subcomponent stabilizer to BrakingSystem (l. 5) that is replaced subsequently in the original delta DElectronicStabilityControl by another subcomponent (l. 4). Hence, in the composed delta it suffices to add the new version of the component, such that redundant delta operations can be removed. The new application order constraint of the delta DElectronicStabilityControl is (\( D\text{AntiLockBrakingSystem} \&\& !D\text{FourWheelDrive} \)), since a reference to delta DTracionControl is no longer required. Afterwards, all product configurations containing the delta DTracionControl are adapted to only include the new version of delta DElectronicStabilityControl and delta DTracionControl is removed.

**Merge-With-Core-Refactoring.** The Merge-With-Core-Refactoring merges the core of a product line with the content of deltas to create a new core model.

**Situation:** After product line evolution, it can happen that the core itself is not a valid product anymore. All product variant configurations contain the same subset of deltas that transform the outdated core to a valid product variant.

**Mechanics:** The Merge-With-Core-Refactoring is carried out as follows:
1. If the core itself is no supported product variant, identify a delta sequence \( D_1, ..., D_n \) that is directly applied to the core such that the intermediate products are also no supported product variants.
2. Apply the deltas \( D_1, ..., D_n \) to the core to create a new core for the product line.
3. Adjust supported product variants by removing the deltas \( D_1, ..., D_n \).
4. Adjust application conditions of remaining deltas by removing the deltas \( D_1, ..., D_n \).
5. Remove the deltas \( D_1, ..., D_n \) that are now integrated into the core from the product line.

**Effect:** After applying this refactoring, the core is valid product again. By reducing the amount of available deltas, comprehensibility of the product line has been increased while decreasing overall complexity.

```plaintext
component BrakingSystem {
  autoconnect port;

  port
    in BrakeCommand brake,
    out BrakePressure wheelpressure1,
    out BrakePressure wheelpressure2,
    out BrakePressure wheelpressure3,
    out BrakePressure wheelpressure4,
    in WheelSensor wheelspeed1,
    in WheelSensor wheelspeed2,
    in WheelSensor wheelspeed3,
    in WheelSensor wheelspeed4;

  component ABS brakefunction;
}
```

**Listing 13.** Core containing delta DAntiLockBrakingSystem

**Example:** In our case example (see Fig. 10), the core does not represent a supported product variant any more. Delta DAntiLockBrakingSystem has to be applied to the core before we obtain the product variant CarWithABS. Hence, the delta DAntiLockBrakingSystem can be integrated into the core. Fig. 14 shows the structure of the product line after applying the Merge-With-Core-Refactoring and the previous Compose-Deltas-Refactoring. The new core architecture is shown in Lst. 13.

**Merge-With-Core-Refactoring with Inverse Deltas.** In some cases, it can be useful to integrate a sequence of deltas into the core, although there is a product variant that is represented by the existing core.

**Situation:** A reason for this scenario may be that in the future the new core will become the basis for product development, but the old core should still
be maintained for a transitional period of time. After this time, it should be possible to easily remove the old core from the product line. The respective sequence of deltas can already be integrated into the new core, if the old core is reconstructable as long as necessary.

**Mechanics:** This transformation of the product line can be achieved using inverse deltas. An inverse delta is a delta which reverts modifications carried out by another delta. An inverse delta of some existing delta is created by changing add operations to remove operations and vice versa. Modification operations have to be handled separately depending on the structure they alter. In [15], we show that for every delta in $\Delta$-MontiArc a corresponding inverse delta exists.

A Merge-With-Core-Refactoring with Inverse Deltas is performed as follows (where the first 4 steps perform a Merge-With-Core-Refactoring):

1. Identify a delta sequence $D_1, ..., D_n$ which should be integrated into the core. The core represents an existing product, while there are no intermediate products generated by the delta sequence that correspond to supported product variants.
2. Apply the deltas $D_1, ..., D_n$ to the core to create a new core for the product line.
3. Update the remaining product configurations and the application order constraints of the remaining deltas by removing any references to the deltas $D_1, ..., D_n$.
4. Remove the deltas $D_1, ..., D_n$ from the product line.
5. Create an inverse delta for the sequence of deltas $D_1, \ldots, D_n$ by inverting the delta operations of the delta that is obtained by composing the sequence of deltas $D_1, \ldots, D_n$ (as described in the Compose-Deltas-Refactoring). The application order constraint of the inverse delta is the negation of all other deltas such that the inverse delta is always applied first in any product configuration. This delta transforms the new core to the old core. Although the application order constraint for the delta is not needed for this particular scenario, it is useful for further evolution steps.

6. Add a product configuration for obtaining the old core which only contains the inverse delta.

**Effect:** The refactoring merges a set of mostly used deltas with the core. For products that do not contain these deltas, the old core may be reconstructed by applying the created inverse delta. It is useful if the refactored deltas are part of the majority of product variants and the other products will be removed from the product line anytime soon. This way, development of new product variants is eased, as they may be build up on a richer core model.

```plaintext
delta DInverse after !DAdaptiveCruiseControl && !DFourWheelDrive && !DReductionGear {
    modify component BrakingSystem {
        remove port accel;
        remove port lateralaccel;
        remove component stabilizer;
        disconnect brakefunction.wheelpressure1 -> stabilizer.fromabs1;
        disconnect brakefunction.wheelpressure2 -> stabilizer.fromabs2;
        disconnect brakefunction.wheelpressure3 -> stabilizer.fromabs3;
        disconnect brakefunction.wheelpressure4 -> stabilizer.fromabs4;
    }
}
```

Listing 15. Inverse delta for delta DElectronicStabilityControl

**Example:** Assume that the variant CarWithESC should become the new core since every new car in the near future should be equipped with an electronic stability control. Hence, delta DElectronicStabilityControl shown in Lst. 12 can be integrated into the core. The new core shown in Lst. 13 is now serving as basis for all product variant generation. All product variants that previously used delta DElectronicStabilityControl are adjusted as well as the application order constraints of the remaining deltas. The delta DElectronicStabilityControl is removed from the product line. However,
variant CarWithABS should still be supported for a transitional period of time. Hence, an inverse delta is required that reverts the modifications of delta DElectronicStabilityControl. This new delta DInverse is shown in Lst. 15. It is added to the product line, and a new product configuration for the product variant CarWithABS is added that applies the inverse delta to the new core. The resulting product line is depicted in Fig. 16.

The concept of inverse deltas is very flexible. Hence, it is possible to always include features into the core architecture and add inverse deltas to the product line to remove these features in order to generate specific product variants not containing these features. This is particularly advantageous if the core architecture is one of the main products of the product line since it can be thoroughly validated and verified using standard single application engineering techniques.

5 Comparison to Annotative Variability Modeling

The predominantly used approach in industrial applications for modeling architectural variability is annotative variability modeling [39]. Our experience shows that annotative variability modeling is the easiest way to add variability information to an existing software product. However, a subsequent change to another variability modeling method is mostly not realized since this is often very time consuming. Annotative variability modeling is based on a 150%-model capturing all possible variability and annotating specific elements with the variant(s) in which they are included. Elements of the core architecture have no annotations. In order to derive a particular variant, all elements annotated with only different variants are removed.

In order to compare Δ-MontiArc and its capabilities to capture product line evolution with annotative variability modeling, we realized all scenarios in Sec. 3 and Sec. 4 with Δ-MontiArc and also with annotative variability modeling.
We decided to compare $\Delta$-MontiArc with an annotative modeling approach for MontiArc, since annotative variability modeling is the main variability modeling approach used current industrial practice. An annotative MontiArc dialect offers a good comparability to $\Delta$-MontiArc, as both languages are based on the same syntax and exclusively differ in its variability modeling technique. For our comparison, we do not consider compositional variability modeling approaches, such based on aspect-oriented implementation techniques \cite{11,10}, since these approaches do not natively support extractive product line development and the removal of modeling elements. The ability to explicitly represent removals is, however, essential for the direct representation of product line evolution without considering additional changes in the model structure, e.g., by refactorings before the evolution is carried out. Tool support for both modeling approaches, annotative and delta-based, is provided by the MontiCore framework for developing domain-specific languages \cite{13} by extending the existing implementation of MontiArc \cite{18}.

**Annotative Variability Modeling in MontiArc.** For realizing annotative variability modeling in MontiArc, each architectural element is annotated by a stereotype denoting the variant(s) in which it is included. Variable parts of an architecture are ports, subcomponents, and connectors. Hence, these elements may be annotated to assign them to variants. The excerpt of an annotated MontiArc model in Lst. 17 shows an example of these stereotype annotations for architectural elements. Line 2 contains an incoming port without any annotation indicating that this element is part of the core architecture. The incoming port in l. 4 is only needed for bikes. The corresponding annotation in l. 3 states that this incoming port is only used in the variant BikeWithABS.

```plaintext
1 port
2 in BrakeCommand brake,
3 <<variant = "BikeWithABS">>
4 in BrakeCommand brakerear;
```

**Listing 17.** Example of model element annotation

In annotative variability modeling, *adding a product variant* to the product line means to add new architectural elements to the 150%-model and to annotate these and already existing architectural elements with the newly added variant. This can require to change the 150%-model in several places and might become fairly complex not to miss necessary additions. In delta modeling, simply new deltas and product configurations can be added that locally encapsulate the necessary modifications.

*Removing variants* in the annotative approach amounts to removing the respective variant annotations and also the architectural elements that are no longer required by any other variant. Here, again changes all over the variability model may be necessary. Also, it has to be taken care that architectural elements
belonging to the core without annotations are not accidentally removed and that architectural elements of removed variants are not silently added to the core. In delta modeling, variants are removed locally by changing the respective product configurations and deleting redundant deltas.

The *modification of existing variants* in the annotative approach can have an impact on several architectural elements. New elements are added and annotated with the specific variant and redundant elements are removed. This is particularly difficult, since variants which are not affected by the modification should not be changed. In delta modeling, only the content of specific deltas has to be changed while the application order constraints, the other deltas and the product configurations remain unchanged.

The refactorings presented in Sec. 4 are specifically tailored to Δ-MontiArc. In particular, the Compose-Deltas-Refactoring and the Merge-With-Core-Refactoring with Inverse Deltas can only be applied in delta modeling. However, also in annotative variability modeling, it is possible to move certain variants to the core. This requires to determine all architectural elements which should belong to the core in the future. In a subsequent step, all annotations referring to these variants can be removed. This again might be a fairly complex and error-prone task, since it requires modifications in all parts of the variability model where architectural elements belonging to the considered variants occur. In delta modeling, only the deltas which should be included in the core have to be integrated, and application conditions of other deltas and specific product configurations can be changed locally.

**Comparison with Δ-MontiArc.** The modeling of the product line evolution scenarios in the annotative approach is very time consuming and error-prone since changes to product variants or the core architecture potentially require changes in all parts of the product line model. For every architectural modeling element, it has to be decided in which specific variants it appears. In delta modeling, changes are encapsulated modularly in deltas and can be performed locally. While in the annotative variability modeling approach, variability modeling is mixed with modeling of the functional architecture, in delta modeling, variability is a first-class entity. Deltas only focus on the representation of variability and are, thus, easier to comprehend and to evolve.

In order to quantitatively compare Δ-MontiArc with annotative modeling, we consider all implementations which are modeled in our case study. In total, we look at seven different product line scenarios: the base scenario is the initial product line depicted in Fig. 5; the first scenario is the product line after adding the product variant *CarWithRG*; the second scenario corresponds to the product line after removing variants which is depicted in Fig. 10 (p. 192); the third scenario is the product line after modification of variant *CarWithACC*. Scenarios 4 to 6 correspond to the three different refactoring strategies: the fourth scenario is the product line after the Compose-Deltas-Refactoring; the fifth scenario is the product line after also applying the Merge-With-Core-Refactoring as it is depicted in Fig. 14 (p. 196); the sixth scenario is the product line after the Merge-With-Core-Refactoring With Inverse Deltas depicted in Fig. 16 (p. 198).
Table 18. Quantitative comparison of $\Delta$-MontiArc and annotative modeling for temporal variability

<table>
<thead>
<tr>
<th>Scenario</th>
<th>#components</th>
<th>#ports</th>
<th>#connections</th>
<th>#variants</th>
<th>#chars</th>
<th>#varchars</th>
<th>rel. variant inf.</th>
<th>#files</th>
<th>#maxchars</th>
<th>avg. chars p. file</th>
</tr>
</thead>
<tbody>
<tr>
<td>base</td>
<td>6</td>
<td>67</td>
<td>6</td>
<td>8</td>
<td>4209</td>
<td>2437</td>
<td>57%</td>
<td>20</td>
<td>474</td>
<td>210</td>
</tr>
<tr>
<td>scenario 1</td>
<td>7</td>
<td>75</td>
<td>10</td>
<td>9</td>
<td>4156</td>
<td>1591</td>
<td>38%</td>
<td>6</td>
<td>2087</td>
<td>692</td>
</tr>
<tr>
<td>scenario 2</td>
<td>7</td>
<td>56</td>
<td>10</td>
<td>5</td>
<td>5111</td>
<td>2954</td>
<td>58%</td>
<td>23</td>
<td>2660</td>
<td>730</td>
</tr>
<tr>
<td>scenario 3</td>
<td>5</td>
<td>55</td>
<td>10</td>
<td>5</td>
<td>3887</td>
<td>1916</td>
<td>37%</td>
<td>7</td>
<td>438</td>
<td>730</td>
</tr>
</tbody>
</table>

Table 19. Quantitative comparison of $\Delta$-MontiArc and annotative modeling for refactoring scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>#components</th>
<th>#ports</th>
<th>#connections</th>
<th>#variants</th>
<th>#chars</th>
<th>#varchars</th>
<th>rel. variant inf.</th>
<th>#files</th>
<th>#maxchars</th>
<th>avg. chars p. file</th>
</tr>
</thead>
<tbody>
<tr>
<td>scenario 4</td>
<td>5</td>
<td>55</td>
<td>10</td>
<td>5</td>
<td>3586</td>
<td>2047</td>
<td>57%</td>
<td>15</td>
<td>448</td>
<td>239</td>
</tr>
<tr>
<td>scenario 5</td>
<td>5</td>
<td>55</td>
<td>10</td>
<td>5</td>
<td>3956</td>
<td>1456</td>
<td>36%</td>
<td>5</td>
<td>2334</td>
<td>791</td>
</tr>
<tr>
<td>scenario 6</td>
<td>5</td>
<td>55</td>
<td>10</td>
<td>5</td>
<td>3273</td>
<td>1649</td>
<td>22%</td>
<td>5</td>
<td>1865</td>
<td>791</td>
</tr>
</tbody>
</table>

Tab. 18 and 19 show the results of our evaluation. For the overall sizes of the product lines in the different scenarios, we counted the total number of components (#components), ports (#ports), explicit connections (#connections), and supported product variants (#variants). Implicit connections created by the *autoconnect* statements are not counted. In the table, we see that all examples are mid-sized with 5 to 7 components and 5 to 9 supported product variants.

For quantitatively comparing the way variability is encoded in delta modeling and annotative variability modeling, we measured the overall sizes of the models, the total amount of variability information required to express all product variants, and the relative amount of variability information compared to the information necessary for encoding of functionality. We computed the overall model sizes by counting each visible character (except for comments) in the product line model (#chars). Since MontiArc allows many different formatting styles, visible characters give a more accurate measure of the model size than lines of
code. Also for the variability information, we counted the number of characters (#varchars) used for specifying deltas in $\Delta$-MontiArc-models and the characters used for annotations in the annotative variability model. To compare the ratio between variability and functional parts of the models, the relative amount of variant information is calculated (rel. variant inf.) by dividing the number of characters used for encoding variability by the total number of characters used in the overall model. These metrics are suitable, as both languages use the same syntax and exclusively differ in modeling variability.

Fig. 20 visualizes the overall number of characters used for representing the product line architectures in the different scenarios and the number of characters used to specify variability, both for delta modeling and annotative variability modeling. Roughly, we can say that the sizes of both models are the same for both variability modeling approaches. Adding product variants in the first scenario increases the size of the model and also the amount of variability information in both approaches. Removing variants decreases the size of the model and the variability information. Modification of an existing product variant only changes the size of the model and the amount of variability information slightly. In the fourth scenario, which is the first refactoring scenario, we see the advantage for delta modeling if deltas are combined. The overall size of the model after refactoring is lower than for the annotative variability model. Since the Compose-Deltas-Refactoring and the Merge-With-Core-Refactoring with Inverse Deltas are not applicable for annotative variability modeling, the figures do not change from the third to the fourth scenario and from the fifth to the sixth scenario. The Merge-With-Core-Refactoring in the fifth scenario reduces the size of the model and also the amount of variability information for both approaches such that the model size is almost equal again. In scenario 6, after the Merge-With-Core-Refactoring with Inverse Deltas the size of the delta model is larger since the inverse delta is added to the product line model.
The ratios of variability information compared to the overall model size stay roughly the same for both approaches independent of the evolution scenario for the base and the first four scenarios as it is visualized in Fig. 21. Only, when variants are merged into the core the ratio drops. The reason for this is that by merging deltas with the core or removing annotations variability information is removed while the overall size of the model stays the same. In general, the ratio of variability information is higher for delta modeling than for annotative variability modeling. From the figures, delta modeling seems to be very similar to annotative variability modeling when comparing the mere model size and its changes for the different evolution scenarios. However, when looking at the ratio of variability information, we can see that in annotative variability modeling roughly one third of all characters are used for expressing variability by annotations. If we now consider that in the annotative variability modeling approach we only have one 150%-model of all possible variability and that variability information is spread all over the model, having a third of all characters used for annotations renders the model very complex and difficult to comprehend and evolve. In contrast, in delta modeling, variability information is encapsulated in deltas which can be evolved locally.

To further analyze understandability and maintainability, we measured the average sizes of the files which make up the product line models for the single scenarios (see Tab. 18 and 19). A product line model is distributed over several files (#files) where each file defines a component, a delta or parts of it. In general, large files are harder to understand, to change and to maintain. Hence, we measured the maximum (#maxchars) and average characters per file (avg. chars p. file). We can see that in delta modeling the number of files is generally higher which results from the fact that each delta and the contained components are stored in separate files while in annotative variability modeling only each component has a separate file. Overall, the size of a file in annotative variability
modeling is three times larger than in delta modeling. Thus, the evaluation of the scenarios yields that delta modeling improves the readability and understandability of product line architectures and eases their evolution and maintenance by modularizing variability in small encapsulated entities.

6 Related Work

Most modeling approaches for architectural variability only consider one dimension of variability. For spatial variability, we can distinguish three main approaches: annotative, compositional and transformational variability modeling. Annotative approaches use variant annotations, e.g., UML stereotypes in UML models [12] or presence conditions [7], to define which architectural elements belong to specific product variants. In the orthogonal variability model (OVM) [32], a separate variability representation with links to the architecture model replaces direct annotations. While annotative variability modeling allows fine-grained modifications, it relies on a monolithic product line representation.

Compositional approaches for modeling architectural variability [39] capture architectural variation by selecting specific component variants. In [10], Plastic partial components [31] model component variability by extending partially defined components with variation points and associated variants. Hierarchical variability modeling for software product lines [17] aims at combining component variability with the component hierarchy to foster component-based development of diverse systems during architectural design. Compositional variability modeling allows a modular description of variability, but limits the impact of changes to the applied composition technique.

Transformational approaches, such as delta modeling [6], represent variability by transformation of a base architectural model. In the common variability language (CVL) [19], elements of the base model are substituted according to a set of pre-defined rules. In [21], graph transformation rules capture the variability of a single kernel model comprising the commonalities of all systems. In [20], architectural variability is represented by change sets containing additions, removals or modifications of components and component connections that are applied to a base line architecture. All these approaches are only consider variability in space as the previous versions of \( \Delta \)-MontiArc [16,14].

Temporal variability is usually specified with two mechanisms [29]: logical assertions or graph transformations. In the assertion-based approaches, e.g., [30,38], a transformation is characterized by a pre-condition defining when a transformation can be applied and a post-conditions specifying the properties that are ensured by the transformation. In graph transformation-based approaches, the product variants are represented by graphs. System evolution is specified by a graph transformation rule, see e.g. [28]. These approaches, however, represent temporal variability on a meta-level.

In order to be able to reason about architectural evolution, it has to be captured as first-class entity [27]. One approach towards this goal [24] defines new components by explicitly expressing the differences to the old component by
adding, deleting, renaming or replacing elements. This is very similar to delta modeling where a delta encapsulates the differences from one product variant to the other. Aspect-oriented composition is also applied to model software architecture evolution expressing variability by weaving selected aspects into a core architecture. However, these approaches only consider architectural evolution.

Refactorings of feature-oriented programming (FOP) product lines are presented in [37]. These refactorings that move fields or types between feature modules are mostly based on classical code refactorings like, e.g., pulling up fields or methods to parent types. In alignment with our approach, the authors suggest refactorings of a product line to be variant-preserving. Hence, such a refactoring only changes the structure of the product line, but not contained variants. However, the presented approach aims at the implementation of a software product line and not at its architecture.

In contrast to the above approaches, product line evolution [9] considers the combination of variability in space and variability in time. Extractive product line engineering [22] develops a product line from a set of legacy applications; the proactive approach aims at evolving an initial product line if new user requirements arise. In the PuLSE product line engineering methodology [4], product line evolution is defined as designated development phase. However, these approaches only focus on terminological issues and development processes. There is some work on feature model evolution [5] and evolution of feature-oriented [2] or aspect-oriented software product line implementations [1,10]. However, evolution in feature-oriented modeling and programming approaches is treated with different linguistic means than spatial variability, mostly due to the fact that features cannot remove model or program entities which is essential for capturing unexpected changes caused by evolution. Hence, a uniform modeling framework for architectural variability in space and in time is missing despite techniques, such as aspect-oriented composition and model transformations, that can factually express both dimensions of variability. $\Delta$-MontiArc fills this gap by representing variability in space and in time as a first-class entity with the same linguistic means.

7 Conclusion

We have proposed $\Delta$-MontiArc, an ADL with native support for variability based on delta modeling. $\Delta$-MontiArc allows expressing architectural variability in space and in time in modular and easily maintainable manner as we demonstrated by a quantitative and qualitative comparison with annotative variability modeling. We presented exemplary refactorings that help cleaning up a degenerated product line. Variability by using delta modeling can also be applied to other modeling languages and is not restricted to modeling software architectures. Behavioral variability within the architectural descriptions can be realized by using deltas on state machines [23] or Java source code [34,36].
For future work, we aim at defining further refactorings that merge deltas with identical modification operations but different application order constraints and vice versa. Scalability and applicability has to be checked based on a more complex industrial-scale examples. We also plan to extend the conceptual ideas of $\Delta$-MontiArc into a seamless software engineering process for software product lines that allows dealing with variablity in space and in time by the same techniques.

References


Multi-view Modeling and Pragmatics in 2020*

Position Paper on Designing Complex Cyber-Physical Systems

Reinhard von Hanxleden¹, Edward A. Lee²,
Christian Motika¹, and Hauke Fuhrmann³

¹ Christian-Albrechts-Universität zu Kiel, Department of Computer Science
Olshausenstraße 40, 24118 Kiel, Germany
{rvh,cmot}@informatik.uni-kiel.de

² University of California at Berkeley, EECS Department
545Q Cory Hall, University of California, Berkeley CA 94720-1770
eal@eecs.berkeley.edu

³ Funkwerk Information Technologies GmbH
Edisonstraße 3, 24145 Kiel, Germany
Hauke.Fuhrmann@funkwerk-it.com

Abstract. Multi-view modeling refers to a system designer constructing
distinct and separate models of the same system to model different (se-
manic) aspects of a system. Modeling pragmatics also entails construct-
ing different views of a system, but here the focus is on syntactic/prag-
matic aspects, with an emphasis on designer productivity, and the views
are constructed automatically by filtering and drawing algorithms.

In this paper, we argue that both approaches will have growing in-
fluence on model-based design, in particular for complex cyber-physical
systems, and we identify a number of general developments that seem
likely to contribute to this until 2020. This includes notably the trend
towards domain-specific modeling and agile development, novel input
devices, and the move to the cloud. We also report on preliminary prac-
tical results in this area with two modeling environments, Ptolemy and
KIELER, and the lessons learned from their combined usage.

1 Introduction

A question prominently asked in computer science in model-based design is what
kind of model (of computation) is particularly suitable for a given design prob-
lem. We here instead focus on the question of what view of a model might be
best for a given task. When a designer creates two different models of the same
system, e.g., one model for functional validation and another for deployment,
this is referred to this as multi-view modeling. In this paper, we take a broader
look at multi-view modeling than that traditional interpretation, and try to ex-
trapolate recent developments, including existing products, into the mid-term

* This work was funded in part by the Program for the Future Economy of Schleswig-
Holstein and the European Regional Development Fund (ERDF).
future. We target the year 2020 as a time frame when not only the basic technologies are in place (in fact, much of these technologies are in place already today, as this paper aims to illustrate), but also have found their way into mainstream modeling tools and practices. We do so with particular consideration of modeling pragmatics, which refers to the practical aspects of handling graphical system models of complex systems, encompassing a range of activities such as editing, browsing or simulating models.

Contributions and Outline. We advocate in this paper to expand multi-view modeling to constructing different model views even if they refer to the same semantic aspects. We will argue in the following that this approach meshes well with current trends towards agile, domain-adapted modeling, and propose to employ usage-specific views and hybrid views. These do not only consider the domain of an application, but also the current design activity a modeler is pursuing (Sec. 3). This approach has an immediate benefit for designer productivity, and thus supports “pragmatics-aware modeling.” We also investigate what consequences the trend towards “post-PC devices” and their novel user interfaces might have on today’s modeling activities, and propose touch-based editing and browsing to increase designer productivity (Sec. 4). Furthermore, in the context of the increasingly pervasive “move to the cloud,” we propose an actor-oriented, distributed tooling approach (Sec. 5). This tooling approach should foster synergies and could also support agility as addressed in Sec. 3. We conclude in Sec. 6.

2 Background and Related Work

A graphical model is a model that can have a graphical representation, like a Unified Modeling Language (UML) class model. A view onto the model is a concrete drawing of the model, sometimes also diagram or notation model, e.g., a UML class diagram. The abstract structure of the model leaving all graphical information behind is the semantical or domain model, or just model in short. E.g., a class model can also be serialized as an XML tree. Hence, the model conforms to the abstract syntax, while the view conforms to the concrete syntax. Fig. 1 shows three different views of the same class model.

Model-Driven Engineering (MDE), or alternatively Model Driven Software Development (MDSD), denotes software development processes where models are central artifacts that represent software entities at a high abstraction level. Multimodeling is the act of combining diverse models, to model, e.g., different parts of a software system or physical systems. One form of multimodeling is multi-view modeling, as exemplified in Model-Integrated Computing (MIC). Multimodeling is also closely related to the single vs. multiple model principle discussed by Paige and Ostroff. The ISO/IEC/IEEE 42010:2011 standard, which is the latest edition of the original IEEE Std 1471:2000, Recommended Practice for Architectural Description of Software-intensive Systems, also defines architecture views (or simply, views) to address one or more of the
concerns held by the system’s stakeholders, as no single view adequately captures all stakeholder concerns. Multimodeling is also related to aspect-oriented modeling \[22\], which focusses on identifying cross-cutting concerns; a central concept here are join points, which represent a concern element, i.e., an identifiable element of the language used to capture a concern. Brooks et al. \[2\] have also advocated the usage of multimodeling to separate concerns during a model-based design flow, e.g., to separate functional aspects from deployment and verification. This is particularly relevant in the real of cyber-physical systems, which have to consider physical deployment domains as well as the embedded control, and whose growing complexity necessitates a clean separation of concerns. The designer should be able to specify different aspects of the same system independently, to allow a clean separation of concerns while keeping a model consistent.

However, multi-view modeling can be applied at different levels and in very different ways. For example, it can refer to the animation of a model during a simulation, or to the alternation between graphical and textual representations, or indeed also to the alternation between a monolithic Statechart model and an explicitly hierarchical syntax, as discussed in this paper.

However, Brooks et al. concluded: \textit{At this point, it is still largely up to the modeler to construct different views of the same system. How best to harness a modeling system to assist the user with this task still seems to be a largely open problem.} While this problem still is certainly not completely solved yet, we here argue that modeling tools in 2020 should have made significant progress towards that goal. In fact, already today there are significant steps in that direction. To illustrate that point, we re-use in Sec. 3 the traffic light example from Brooks et al. \[2\], and present different views that are automatically synthesized.
3 Trend 1: Agile, Domain-Specific Development Processes

The processes in software development change from static monolithic one-way methods, which lead from an abstract specification to a concrete design, to more agile and iterative approaches. Agile development is accompanied by a move away from big, one-size-fits-all frameworks and languages or language families toward Domain-Specific Languages (DSLs). E.g., the UML has evolved into such a multitude of languages that by now, most designs and designers employ only a subset of the UML languages or variations tailored towards specific domains, and it is a challenge for tool providers to adequately support all languages. However, an iterative process requires not only to go from abstract to concrete. Developers jump arbitrarily between abstraction levels, and change either abstract specifications if they have to adapt the general system concept or details in the implementation if one iteration’s prototype milestone needs to be finished. This round-trip engineering does not mesh very well with today’s modeling tools.

3.1 2020 Vision: Usage-Specific Views

Agile processes require agile and lean tool support and languages that are not only tailored towards particular domains, but also towards particular design activities. This meshes with the concept of DSLs, which are also called “task-specific” languages \[16\], even if this interpretation is less common than the “(application) domain-specific” interpretation. Note that this does not necessarily require the invention of a host of new languages, but rather expresses that we want to be able to switch model views according to different model usages, and that these different views may employ different (graphical or textual) languages. We refer to this concept as usage-specific views.

To illustrate, consider the traffic light control example presented in Fig. 2\[2\] adapted from Brooks et al. \[2\]. The example is shown in three variants, which at first sight look quite different and employ different visual languages. The first variant, shown in Fig. 2a, employs a SyncCharts \[1\] model, developed in the Kiel Integrated Environment for Layout Eclipse Rich Client (KIELER) \[1\] modeling environment, to describe the behavior of the traffic light. As can be seen, there are two modes of operation, Normal and Error, and for each mode the behavior of the car light and the pedestrian light is specified. This behavioral view might be appropriate for a first specification of the traffic light. Fig. 2c now uses a very different language, or rather set of languages, namely a hierarchical combination of synchronous data flow with state machines, shown in the Ptolemy II \[2\] tool. This structural view (or deployment view) emphasizes what components the traffic light consists of, namely the car light and the pedestrian light, and through which signals they interact with the environment and with each other. However, even though these two views use different languages that have different semantics.

\[1\] http://www.informatik.uni-kiel.de/rtsys/kieler/
\[2\] http://ptolemy.eecs.berkeley.edu/
and may be considered different models of a traffic light, they do express the same behavior, i.e., the semantics of these two models coincide. In fact, in this case the Ptolemy model that underlies the structural view has been synthesized automatically from the SyncChart model that underlies the behavioral view, with the original purpose of simulating the SyncChart model \cite{17}. So, one may say that the model shown in Fig. 2c enhances the model from Fig. 2a in at least two ways, namely with a simulation capability and by illustrating to the user the structure of the traffic light.

A common criticism of SyncCharts (and Statecharts in general) is that they, due to their signal broadcast semantics, have only implied, hidden signal communication links. One possible answer to this is the structural view just presented. However, we also want to propose another, third alternative, which we will refer to as hybrid view. To that end, we now examine another means to better understand the references in a graphical model. The graphical representation depicts the main model objects as nodes, where the containment relations can be reflected by hierarchy in the model and containment of graphical symbols like rectangles. Therefore, the diagram exhibits intrinsic properties, and these properties directly correspond to properties in the represented domain \cite{10}. Explicit connections display some other relations between the model objects. However, there is typically a set of model attributes that is hidden in simple property dialogs or simply represented by a label in the graphical representation. Relations between those attributes are usually not visible, such as the signal-based, name-bound broadcast communication in a Statechart.

3.2 Dual Modeling

We propose a dynamic extension of the graphical representation by its dual model, i.e., a graphical representation of the relations between referenced objects where this reference is not yet visualized. This dual model then results in a hybrid view, which emphasizes multiple semantic aspects of a model at once. The hybrid view in Fig. 2b reveals the rather simple communication of the traffic light example. The Error state has no inter-communication, hence focus&context \cite{20} automatically collapses it. The structural view in Fig. 2c also shows this communication explicitly, however, the simplicity is more obvious in the hybrid view; this may also be due to the visible hierarchy there.

The dual model methodology should not only be helpful for Statecharts, but applies to very different types of models. References to other model parts are quite common where an explicit graphical representation is omitted for the sake of clarity in the original model. Two examples are:

Class Diagrams. The attributes of a class are presented more or less textually including the type of the field. However, the type may also reference another class or a data type definition node in the model. The dual model of a class diagram would reveal the data type usages of the classes and their attributes.

Ptolemy II. In Ptolemy one can define arbitrary parameters of actors. They are represented by an unconnected node only showing the key and the
value of the parameter. Then they get referenced by arbitrary expressions in Ptolemy’s expression language, which is just text. They are often used to map parameters of lower-level actors to the top-level actor. The dual model could explicitly show which objects use which parameters. An example montage is shown in Fig. 3. Technically this would work best if the editor would use visible hierarchy, which the Ptolemy editor Vergil does not.
Fig. 3. A dual model for Ptolemy could show where parameters of an actor are used (from Fuhrmann [7]).

Note that the structural view in Fig. 2c is also a kind of hybrid view that combines drawings of individual model components with an overall drawing (using gray lines) of how these components are related to each other. As of today, creating such drawings is again a manual, rather laborious process, which severely compromises designer productivity and thus goes against pragmatics-aware modeling. To do so automatically in a well-readable, compact fashion is an interesting layout problem that we are currently investigating, which leads to the concept of automatic layout also addressed in the next section.

4 Trend 2: Novel Input Devices

If we may believe innovation-leading companies in the field of ergonomic human-machine interaction, we are in the decade of “post-PC devices” [13]. Improvements in touch-display technology foster the success of smartphones and even new device categories like tablet computers that convince users with intuitive interaction paradigms. In professional environments such handheld devices or also bigger devices like computerized white boards may assist collaboration in team meetings and ease both the group access to data and capturing group results. Nonetheless the modeling community maintains traditional interaction paradigms for creating, navigating and maintaining models, notably What-You-See-Is-What-You-Get (WYSIWYG) Drag-and-Drop (DND) freehand editing that requires a precise instrument like the mouse.
4.1 2020 Vision: Touch-Based Editing and Browsing

To take advantage of these novel input devices and to increase designer productivity, we propose to adapt novel design entry and browsing mechanisms that are less dependent on precise pointing devices. As a first enabling step, this requires to enhance today’s modeling tools with reliable, high-quality automatic layout capabilities that can arrange diagram elements in a compact, well-readable fashion. As of today, visual models are traditionally drawn manually. However many modeling tools have some auto-layout capabilities already, and the insight that designers should be freed from the burden of doing manual place-and-route work as part of their modeling activity slowly seems to gain acceptance. E.g., one of the advertised new features for IBM’s Rational Software Architect includes a variety of automated layout algorithms. To quote from their announcement: These automated layouts also make it easier to understand complex models and to build abstractions by viewing the model in a well-laid-out way. Most importantly, they should reduce the overall amount of time you need to spend on hand-formatting diagrams, thereby increasing your productivity and freeing more of your time for higher-value activity.

Note that when providing an automatic layout capability, one must also ensure that automatic layout does not destroy the mental map of a user when editing a model; for example, morphing mechanisms can help here significantly. We also acknowledge that designers, when confronted with the idea of automatic layout, are often at first reluctant to defer the drawing of a model to some algorithm that does not have any understanding of the application. As a compromise, there is also option of performing only incremental automatic layout, or to provide some intentional layout capability that allows the modeler to guide the automatic layout algorithm in certain ways. However, it is our experience that after getting used to a tool with high-quality automatic layout capabilities, designers are quite happy to make use of this capability, and become frustrated whenever they have to use a modeling tool without such a capability. This pattern is common whenever designers are asked to give up control of certain design aspects, and indeed it is often advisable to provide some escape mechanism. An analogy in the programming world is the capability of embedding assembler in a high-level language. However, carrying this analogy further, we also observe that today, most programmers appear to be glad to have been mostly freed from the task of manual assembler programmer, and are happy with the results that a compiler generates for them.

Note that the automated diagram drawing is by no means trivial, as many rather unusable auto-layout buttons can attest to, and there is an active research community that works on improving the state of the field. However, the challenge here lies not only in the fundamental drawing problem, but also in smoothly integrating layout capabilities into the modeling tool. Here, the actor-oriented tooling approach outlined in Sec. might also help. With automatic layout capabilities, it is possible to post-process imprecise drawing commands
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into high-quality diagram drawings. For a nice illustration of this approach, consider the Instaviz “pocket whiteboard”\(^4\) which uses advanced shape-recognition (Recog) and automatic drawing (GraphViz) capabilities. From the product description: *Sketch some rough shapes and lines, and Instaviz magically turns them into beautifully laid-out diagrams.* We are not aware of hard experimental data on the productivity of this software, but the subjective impression is that with this approach, working with a phone-size touch-sensitive display, one is faster to create a usable diagram than with a traditional model editor without layout capabilities installed on a full-size PC. This is not to advocate smart phones for productive system design, but the technologies developed there might very well be helpful. Multi-touch displays might allow more efficient and intuitive model manipulation and navigation than traditional pointing devices. For example, one might borrow from the effective navigation techniques that allow to browse photo libraries or web pages with very little screen real estate. Other examples of such inspiring innovations are dictionary-based predictive text entry (T9) or motion-based text entry (Swype).

4.2 Structure-Based Editing

Next, given a modeling platform that provides automated drawing capabilities, we can raise the abstraction level of editing activities to work on the structure of the model itself, rather than working on its representation. This *structure-based editing* \(^2\) does not require precise pointing any more, so for example it does not require shape recognition. Instead, it suffices to select existing model elements and to specify the operation to apply to it, such as “add a successor state” or “invert transition direction”.

Such higher level, semantically oriented editing capabilities could also enhance traditional editing paradigms. For an example, consider the copy&paste operation, which originally was made possible by computer-based editing, but remains rather primitive until today. In a usual freehand editing environment, copy&paste requires numerous *enabling steps*. The user has to 1. select all objects to copy, 2. call the copy operation, 3. choose a target space, 4. free space at the target location, 5. select the target place (however, selecting an empty location usually is not possible in most tools), 6. call the paste operation, 7. move the pasted set of objects to the new empty space and finally 8. rearrange the surroundings such that the new objects seamlessly integrate. Especially steps 4, 7 and 8 may be arbitrarily effort-prone, and step 7 may be frustrating when the pasted objects do not appear at the target space of step 3 and the tool does not state explicitly about its target space policy. However, structure-based editing employing automatic layout can improve the situation considerably \(^7\). The editing steps would boil down to 1. select all objects to copy, 2. call the copy operation, 3. select a target object, and 4. call the paste operation. With automatic layout, the user should not specify any target location, but only a target *object* where the contents should be pasted. A generic transformation

\(^4\) http://instaviz.com/
Fig. 4. Examples for copy&paste operations on a Statechart diagram. Each operation is illustrated with a sequence of three states: 1) the **Copy** state with a selected source to copy (e.g., state S), 2) the **Paste** state with the selected target (e.g., state T) into which the source should be pasted, and 3) the **Result** into which **Paste** gets transformed.

description should then specify how the elements are pasted *into* the target object and the automatic layout would do the rest.

To illustrate, Fig. 4 presents some possible copy&paste operations for Statecharts. Each transformation rule has to consider the **copy sources** (labeled “S” in Fig. 4), i.e., the selected elements which get copied, and the **copy targets** (“T”). For Statecharts these objects may be states, regions, and transitions, and each set may be of arbitrary size. A good example is “copy multiple states to one transition”. In a usual freehand editor, this is not possible and would do nothing. As implemented in KIELER, the transformation 1. cuts the target transition into two transitions, 2. adds a new state in-between both transitions, and 3. adds the selected nodes into a new region of the new state. Other similar transformations are possible, which the toolsmith would have to define according to experience in the context of the given DSL. Selecting multiple target objects is a fast way to replicate objects multiple times.

As a word of caution, these copy&paste effects go considerably beyond what designers are familiar with today. Also, some of these effects are probably needed
only rarely, such as the “copy transitions to transitions”. Still, extending the copy&paste paradigm in this fashion may significantly increase productivity, and is yet another example of the possibilities for harnessing automatic layout towards pragmatics-aware modeling.

5 Trend 3: The Move to the Cloud

Activities traditionally done locally become increasingly distributed and are moved to “the cloud.” For example, to generate the class diagram drawing in Fig. 1 we did not install a UML tool, but visited a web page and pasted the textual description of the diagram into a text box. Not having to undergo lengthy installation procedures and always having a current tool version at one’s disposal is appealing. We believe that this applies in particular to the world of MDE with its typically quite complex tool environments, and this also applies to other cloud-benefits such ease of design sharing (leading to model mashups) and designer mobility (consider google docs etc. that are already commonly integrated into mobile OSs such as Android). As another example, National Instruments’ LabVIEW Web UI Builder is a cloud-based Rich Internet Application (RIA), which is hosted by Amazon Web Services and is basically a light-weight version of LabVIEW that allows to interface with hardware and/or web services. Similarly, NI offers a cloud version of a compiler that deploys LabVIEW models onto an FPGA. This application can be very compute-intensive, and there is a large variety of possible compilation targets; both factors make it attractive to move away from the local desktop into the cloud.

There already exist standards for web service interfaces, e.g., the Web Services Business Process Execution Language (WS-BPEL) to describe business process activities as web services. However, such (mostly syntactic) standards are not enough, as they still exhibit semantic ambiguities that hamper tool compatibility. And, as Lapadula et al. state, the design of WS-BPEL applications is difficult and error-prone also due to the presence of such intricate features as concurrency and race conditions, forced termination, etc.

5.1 2020 Vision: Actor-Oriented, Cloud-Based Modeling Tools

The idea of actor-oriented modeling is to break down complexity by decomposing a system into actors that communicate through well-defined interfaces. The components interact not via control flow (such as a method-call in object-oriented design), but via data. This approach sidesteps many difficulties in the design of complex systems and supports the clean handling of concurrency.

We here claim that many of the arguments for actor-oriented design also apply to the modeling tools, and that this aligns well with the cloud-computing infrastructure already in place. This would not only make modeling tools more robust and versatile, but would also allow toolsmiths to focus on particular services, such as simulation or visualization, and not on having to re-develop everything else that is needed for a complete design environment. This would
also go hand in hand with the trend towards more agile, customized design processes described earlier.

An interesting initiative in this regard is the ModelBus [11], which is built upon Web Services and follows a Service Oriented Architectures (SOA) approach. ModelBus provides an interaction pattern in order to enable model sharing in a distributed and heterogeneous model-driven development process. In comparison, actor-oriented design of modeling tool does not necessarily entail model sharing, but model sharing could be combined with the actor-oriented approach advocated here.

5.2 Example of a Service: Simulation

For example, as explained in Sec. 3, the KIELER modeling environment leverages Ptolemy as simulation engine. This is currently implemented by first transforming a KIELER model into a Ptolemy model. Then a Ptolemy instance is run in the background that processes simulation requests coming from KIELER and communicates simulation data back for proper visualization in KIELER.

One might as well move this simulation capability to a server that communicates through a standardized interface, e.g., based on XML. A non-trivial question here is what kind of information should be communicated. Traditionally, one is interested in the input/output behavior of the simulated component, and this is what most APIs (if tools have APIs for this purpose at all) offer. However, when using such a simulation service from within a modeling tool, one typically would like to know about the internal states of the simulated system as well. For example, the Ptolemy-SyncChart does communicate to KIELER the current state of the simulation; however, a modeler would typically also like to know which transition was taken to get to that state, which is not communicated. KIELER does remember the previous state, which can help to deduce the taken transition—but not if there are multiple transitions between the previous state and the current state. Conversely, one may not want to execute complete, externally visible reaction steps at once, but would like finer control over the simulation.

The lesson to be learned from there is that modeling frameworks should have open simulation interfaces, both for exporting and for importing simulations. These interfaces should not be limited to the externally visible behavior of the system under development (SUD), but should also include internal information that might be of interest to the modeler.

5.3 Example of a Service: Automatic Layout

As another example of a possible service to be provided in the cloud, KIELER provides layout capabilities to Ptolemy. A non-trivial issue there was to find a suitable user interface to access the auto-layout capabilities. E.g., initially, the user interface consisted of five buttons of different functionality. This proved too complicated to handle for the uninitiated. The current interface has just one button, which lead to much better user acceptence. The deeper reason for the initially too complicated user interface for the automatic layout was that,
as is customary for today's editors, Ptolemy's graphical Vergil editor was not developed with externally provided automatic layout in mind. E.g., after the modeler has placed the nodes of a model, Vergil uses some heuristic to automatically route edges. This is a certain help to the human layouter, but conflicts with automatic layout, which needs control of both the node and the edge placement. The solution was to enhance Vergil to consider layout-annotations added by the KIELER layouter to the Ptolemy model.

Another issue turned out to be hyper edges. The Ptolemy way of connecting more than two actors is to add a relation node to the model, and adding a connection from each of the to-be-connected actor to the relation node. From the perspective of a generic layout algorithm, however, the relations look just like another actor. This typically leads to less compact layouts than would result from hyper edges that would directly connect the actors.

The lesson to be learned there is that editors should be developed with automatic layout in mind, and should provide simple interfaces to these. As a notable example in this direction, one of the five stated objectives of the Eclipse Graphiti project proposal was to provide the ability to use any existing layout algorithms for auto layouting a diagram[^1]. There are further issues not discussed here, such as hyper edges, the handling of comments, and the efficient incorporation of layout results into a model (as it turns out, this is often more time consuming than the actual layout computation) [^7].

A further issue was the handling of comments. Traditionally, comments are text boxes placed (manually, like everything else) at some convenient location in the visual model. These comments might refer to the whole diagram, e.g., to provide a general description or to identify the author. Often, however, comments refer to specific model elements. This reference is usually not anchored in the model itself, but only implicit in the spatial proximity of the comment to the referenced model element. This proximity usually gets lost when applying an automatic layout to the diagram. The lesson learned there was that comments should be anchored to model elements. This is already possible e.g. in Eclipse GEF.

6 Conclusions and Outlook

MDE, or software and systems engineering in general, keeps to be challenged by increasingly complex and powerful applications. In the past, this has fostered the development of similarly complex and powerful modeling tools and processes, often with little regard for the practical needs and limitations of the human developer.

We here advocate an approach that focuses on the different, concrete design activities of the developer and provides practical support for these activities. This proposal is driven mostly by the authors' experience in the design of cyber-physical systems, but we expect that much of this is of relevance beyond CPS design as well. Key aspects here are the tool-supported creation of different views.

for these different activities, and pragmatic-aware model interaction paradigms. We sketched a vision, or at least fragments thereof, of how this approach might benefit from and provide support for a selection of current technological trends, and where this approach might lead to until the end of this decade. As it turns out, we here drew less from the established MDE community and more from other communities and from industry trends. So, a general conclusion might be that there is much innovation out there from which the MDE community could and should benefit from in the near future.
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Abstract. We report on the development of a large-scale simulation framework for environmental modelling. The framework allows to couple various simulation models from natural and social science disciplines to perform integrative simulations. It has been constructed following a development methodology based on the identification of different functional views, which are concerned with data exchange, simulation space and coordination of distributed simulation models with respect to (logical) simulation time. On all levels of the development we have rigorously applied modelling and specification techniques including the last step, in which the different views are integrated into a component model of the full framework. The requirements for the correct coordination of simulation models have been formally specified in terms of the process algebra FSP and the design model has been model checked against the coordination requirements. Within the GLOWA-Danube project the framework has been successfully instantiated to construct the distributed simulation system DANUBIA which integrates up to 15 simulation models from various disciplines to model the consequences of global climate change for the water household on regional scales.

1 Introduction

Global climate change has an increasing impact on our natural and social environment. Therefore it is important to understand better the complex, mutually dependent processes occurring in nature and in socio-economic systems which calls for interdisciplinary research. Computer-based simulations have emerged as an appropriate means for studying possible scenarios for the future and to support the management of adaptation and/or prevention strategies. While in the past simulation models often were developed as monolithic applications by a particular discipline to provide specialised answers, nowadays the need for interdisciplinary modelling and integrative simulation has been recognized.

* This research has been partially supported by the GLOWA-Danube project 01LW0602A2 sponsored by the German Federal Ministry of Education and Research and by the EU project ASCENS, 257414.
In an integrative simulation system several simulation models are coupled in order to analyse dependencies and transdisciplinary effects of the simulated processes. Following [20] and [8], environmental simulation models can be classified with respect to their basic modelling approach (process-, data- or agent-based modelling), treatment of simulation space (spatially distributed or lumped) and treatment of simulation time (discrete or continuous). Moreover, in a network of coupled simulation models one can distinguish whether the models are sequentially executed one after the other (possibly with iterations), whether they are concurrently executed and whether they are dependent from each other.

Coupling of simulation models from various disciplines is a non-trivial task, both conceptually and also from the implementation point of view. One has to cope, among others, with different simulation paradigms, different resolutions of space, and different local time scales to represent simulation time. For instance, in natural sciences often a process-based simulation approach is preferred, models typically use grid-based resolutions of space, and the time scale typically ranges from minutes to hours. In social sciences, however, an agent-based approach is most likely, space is often distributed into political units, and the time scale is usually more coarse ranging from months to years.

In this paper, we focus on process-based models which simulate spatially distributed processes and work on discrete time scales. We consider concurrently running simulation models which are dependent and exchange data at runtime. In this context, we report on the development of a generic framework for computer-based environmental modelling which has been constructed within the project GLOWA-Danube, cf. [22,26], which is part of a program on the consequences of climate change set up by the German Ministry of Education and Research. The framework is generic in the sense that it is, in principle, applicable to any kind of model which supports distributed geographical units of arbitrary size and arbitrary discrete time scales.

The development of the simulation framework has been guided by conceptual and architectural requirements. Conceptually, we have identified three major issues. The framework should support:

1. Data exchange between concurrently running simulation models.
2. Consistent treatment of simulation space for all models.
3. Coordination of simulation models with respect to simulation time.

From the architectural perspective, two logical layers are required, a framework core and a developer interface as indicated in Fig. 1. The framework core comprises all features that can be handled by the framework itself like, e.g., building simulation configurations and coordination of simulation models. Hence, it serves as a runtime environment for coupled simulations. The developer interface is intended to facilitate the implementation of single simulation models. It provides a programming interface, where particular elements exhibit so-called plug-points.

---

1 Our notion of simulation time does not refer to real time but to the specific date for which a simulation model actually computes data; e.g. the simulated temperature at 5 p.m. on July 5th, 2035.
(in the sense of [7]), which have to be filled with appropriate plug-ins in order to obtain an executable system. The plug-ins are provided by concrete simulation models, say M1, ..., M4, as indicated in Fig. 1. Hence, the simulation models instantiate the generic framework to a complete, coupled simulation system. The framework core is transparent for the model developer. Thus the developer of a simulation model is not concerned with administrative issues, like, e.g. model linking. On the other hand, all simulation models must adjust to general rules for common structure and behaviour which are implemented in the framework.

For the development of the framework we have applied a rigorous methodology based on different functional views (or aspects) and on different abstraction levels. The view-based approach supports separation of concerns which is mandatory to understand the various tasks, in which an integrative simulation framework is involved. In our context, we have identified three views related to the three requirements from above: data exchange, simulation space and simulation time. These views are founded on a common base view which deals with basic properties of integrative simulations. We propose three abstraction levels for each view, dealing with requirements, with design and with the construction of a component architecture. Finally, on the component level, the single system views are integrated into an overall component model of the simulation framework. Fig. 2 gives an overview of our methodology which shows that the base view is extended on each abstraction level. As indicated in the picture, the diagrams must commute, i.e. extensions (denoted by $\hookrightarrow$) and refinements (denoted by $\hookrightarrow$) must be compatible with each other.

For the representation of each view we use the Unified Modeling Language UML [15] as a graphical notation and the Object Constraint Language OCL [27] for specifying constraints. We have restricted the use of UML to an excerpt for which we have defined refinement relations between models on different abstraction levels, extension relations between models on the same abstraction level as well as a construction for model integration. We use structural models in the form of class and component diagrams and behavioural models in the form of sequence diagrams. For the most critical part of the framework, concerning the
coordination of the simulation models w.r.t. simulation time, formal specifications in terms of the process algebra FSP \cite{23} have been provided and the design model (using a timecontroller) has been model checked against the coordination requirements.

The framework implementation is systematically derived from the integrated component model by a pattern transforming components into Java packages which contain component managers to instantiate interfaces between components. The framework has been implemented as a distributed system relying on Java’s Remote Method Invocation interface. Within the GLOWA-Danube project, the framework has been successfully applied to construct the distributed simulation system \textit{Danubia} which integrates up to 15 simulation models from various disciplines, like meteorology, hydrology, plant physiology, glaciology, economy, agriculture, tourism, and environmental psychology. Actually, \textit{Danubia} is already in use as a tool for decision makers to support the sustainable planning of the future of water resources in the Upper Danube basin.

A number of other frameworks and interfaces supporting integrated environmental modelling emerged since the GLOWA-Danube project started in 2001; for an overview see \cite{16}. There are, e.g., the Object Modelling System OMS \cite{18}, ModCom \cite{13}, The Invisible Modelling Environment TIME \cite{24}, and the Open Modelling Interface OpenMI \cite{9}. While TIME is a platform for the development of stand-alone modelling tools, OMS, ModCom, and OpenMI are frameworks which support the independent development of models and allow for execution of coupled simulations. In particular, OpenMI is designed to extend existing stand-alone models by standard interfaces for data exchange. In contrast to our approach, OpenMI allows only for sequential execution of dependent models. OMS supports also parallel execution, as long as models are independent from each other. ModCom and TIME are both not designed for distributed execution. Distributed simulations of dependent models are supported by the High Level Architecture HLA \cite{6} which was set up in the nineties to define a structural basis for simulation interoperability. A formal model for the architecture of HLA
has been provided in [2] on the basis of the architectural description language Wright [11]. HLA provides a general purpose architecture while our approach is tailored to environmental simulations fixing particular rules for this kind of application. For instance, the life cycle and the coordination of simulation models are already implemented in the framework core. As a consequence, the developer of a simulation model has only to implement the plug points provided by our developer interface while in HLA a simulation model (called federate there) must take care of calling the services of the HLA runtime infrastructure, e.g., to publish state updates or to request advance of logical time, in accordance with the type of simulation. Thus even real-time players can be integrated in HLA architectures which was not the intention of our environmental modelling approach.

After this introduction we proceed by illustrating in more detail the application of our development methodology for (parts of) the base and the time view of the simulation framework in Sects. 2 and 3. In Sect. 4 we describe briefly the requirements models for the data exchange and the simulation space view. We do not consider in detail the component models of the single views, but we give an overview of the final result of their integration in Sect. 5. Then we discuss the application of our framework to obtain the DANUBIA simulation system in Sect. 6 and we finish with some concluding remarks in Sect. 7.

2 Base View Development

2.1 Base View Requirements

Requirements analysis concerns the identification and modelling of concepts which are crucial for the envisaged system. To model the concept of an integrative simulation we use the class Simulation shown in Fig. 3. Any (integrative) simulation has a (non-empty) set of participating simulation models represented by instances of the class Model. We require that simulations and models can be identified by a unique simulationId and modelId, resp., expressed by the property {key}, which is a shorthand notation for a corresponding OCL invariant defined in an obvious way.

Concerning basic dynamic behaviour of integrative simulations, the sequence diagram in Fig. 4 shows a minimal set of actions that are expected, when an integrative simulation is performed. By means of an appropriate user interface,
which is not in the scope of the simulation framework and therefore is modelled as an actor, a Simulation object is created and started. Then instances of all participating models must be created and executed (as indicated in the loop fragment). When a model has finished its simulation run the Simulation object is notified by the message finished. If this notification has arrived from all participating models the end of the simulation is signalled to the UserInterface. All messages in the sequence diagram are asynchronous (indicated by an open arrowhead). Hence the single simulation models are executed in parallel after they have been started within the loop. Obviously, the static and the dynamic model are consistent, since all lifelines in the sequence diagram correspond to roles and types of the static model.

![Sequence Diagram](image)

**Fig. 4.** Base view requirements: dynamic model

### 2.2 Base View Design

Design modelling concerns the development of solutions in order to realise the abstract concepts. In our case we discriminate active entities for controlling and descriptive objects that carry information. An overview of the structural design model of the base view is depicted in Fig. 4.

The class Simulation of the requirements model is split into the two classes SimulationAdmin and SimulationConfiguration. While a SimulationAdmin instance is supposed to act as a management entity for an integrative simulation and is therefore designed as an active class (indicated by a vertical double line on the border of the UML class box), the class SimulationConfiguration holds descriptive information about the simulation (indicated by the stereotype «data type»).
The requirement class Model has been split into the three design classes ModelCore, AbstractModel and ModelMetadata. While ModelMetadata is a class for storing meta data of a simulation model, the classes ModelCore and AbstractModel represent a simulation model itself. This partition follows the framework principle explained in Sect. 1, while ModelCore belongs to the framework core (indicated by the dark colour) to implement the general life cycle of a simulation model within the method run (and therefore is again an active class), the class AbstractModel is part of the developer interface of the framework. It constitutes a base class (depicted by the corresponding stereotype) for the development of an individual simulation model by (object-oriented) extension. In contrast to the requirements model, the static design model shows operations which are either derived from the messages of the dynamic requirements model (see Fig. 4) or identified during the design phase, like isValid. The latter operation occurs in the classes SimulationConfiguration and ModelMetadata, to determine the validity of simulation configurations and the validity of model meta data resp. In each case it is a query specified by OCL pre- and postconditions as expected.

```ocla
context SimulationConfiguration :: isValid ()
pre: true
post: result = self.simulationId <> "" 
and self.participatingModels <> null 
and self.participatingModels->forall(m | m.isValid ())
```

```ocla
context ModelMetadata :: isValid ()
pre: true
post: result = self.modelId <> "" and self.modelClass <> ""
```
There is also a refinement of the dynamic requirements model of Fig. 4 taking into account the new classes, see Fig. 6. The sequence diagram depicts preconditions that must be satisfied before an object is created and postconditions that must be valid after creation. It also contains a reference to a nested sequence diagram not shown here.

![Fig. 6. Base view design: dynamic model](image)

**Refinement Rules.** We have defined general rules for refinement which allow us to split requirement classes into sets of design classes and to rename and add model elements and behaviours. The rules are defined for class diagrams and sequence diagrams by taking into account their syntactic structure. Semantic refinement relations between sequence diagrams can be found, e.g., in [5], or in the STAIRS approach [11,10].

**Structural Model.** A structural model $SM_2$ is a refinement of a structural model $SM_1$, denoted by $SM_1 \rightsquigarrow SM_2$, if

- for each class $A$ in $SM_1$ there exists a non-empty set $Cor_A$ of corresponding refining classes in $SM_2$,
- for each attribute of a class in $SM_1$ there is a corresponding attribute in one of the refining classes of that class,
- for each association in $SM_1$ between two classes $A$ and $B$ there exists an association in $SM_2$ between two classes in $Cor_A$ and $Cor_B$ resp. such that multiplicities are respected, and
- for each invariant $Inv$ occurring in $SM_1$ there exists an invariant $Inv'$ in $SM_2$ such that $Inv' \Rightarrow Inv$. 
**Dynamic Model.** Let $SD_1$ and $SD_2$ be sequence diagrams with corresponding structural models $SM_1$ and $SM_2$ resp. such that $SM_1 \leadsto SM_2$. Then $SD_2$ is a refinement of $SD_1$, denoted by $SD_1 \leadsto SD_2$, if

- for each lifeline $L$ in $SD_1$ with type $A \in SM_1$ there is a non-empty set $Cor_L$ of corresponding lifelines in $SD_2$ where the type of each $L' \in Cor_L$ is in $Cor_A$, and
- for each interaction fragment in $SD_1$ there is a corresponding interaction fragment in $SD_2$ such that the (partial) order of the interaction fragments in $SD_1$ is reflected by the (partial) order of the corresponding interaction fragments in $SD_2$.

### 2.3 Base View Components

The goal of our component model is to group the classes, identified in the structural design model, into components following the general principles of high cohesion and low coupling. Components themselves are connected via (provided and required) interfaces and they can be organised hierarchically. We say that a component model is a refinement of a design model if each class of the design model occurs in one of the components and if each association of the design model is either preserved, if the associated classes belong to the same component, or otherwise, it is resolved by connections via interfaces. We use components solely for structuring purposes; they are not instantiable and hence behaviours are implemented by the classes inside a component. (In particular, this allows a straightforward implementation in object-oriented languages.) Hence the transition from design to components concerns only the static aspects while the dynamic model of the design remains still valid on the component level.

The UML component diagram in Figure 7 shows the component model for the base view. We use two components, `Simulation` and `Model`, containing the respective classes for simulations and for models occurring in the static design model in Fig. 5. The associations between simulation and model classes and the interactions between their instances have lead to the interfaces `ModelAccess` and `ExceptionHandler` which are implemented (depicted by the ball notation) and used (depicted by the socket notation) by the appropriate classes of the components. (The multiplicity $*$ indicates that at runtime arbitrary many instances of model classes can interact with a simulation.) The interfaces `SimulationAccess` and `UserInterface` show the open connections to the user interface not being part of the framework.

### 3 Simulation Time and Coordination

A central role in integrative environmental simulations is played by the notion of time and by the coordination of the simulation models. As already mentioned in the introduction, our notion of time expresses logical simulation time and does not refer to execution time. In this section we show how the models of
the time view are constructed by extensions of the corresponding levels of the base view. Fig. 8 gives an overview of the single extensions and refinements to be considered. The single steps are performed in the following order: Steps 1 and 2 concern the refinement from requirements to design and from design to components in the base case which have already been carried out in Sect. 2. In step 3, the requirements model of the time view is constructed as an extension of the requirements model of the base view. This requirements model is then refined, in step 4, into a design model of the time view. This leads to the proof obligation (*) that the resulting design model of the time view is an extension of the design model of the base view, i.e. the lefthand diagram commutes. Finally, in step 5, the design model of the time view is refined into a component model. This leads to the proof obligation (**) that the resulting component model of the time view is an extension of the component model of the base view, i.e. the righthand diagram commutes.

In our approach, extension relations are defined by precise (syntactic) rules on the basis of an excerpt of the UML metamodel for class and sequence diagrams. In principle, an extension relation is a particular case of a refinement relation such that renaming of model elements and splitting of classes and lifelines is not allowed. For details see [21].
3.1 Time View Requirements

A simulation model simulates a (physical or social) process for a certain period of time. In an integrative simulation all models must agree on a common time period which is determined by the overall simulation. Hence, the class Simulation of the base view requirements in Fig. 3 is extended by two attributes storing the begin and the end of a simulation. On the other hand, since we are considering discrete time, each model has an individual time step, which is represented by an additional attribute of the class Model shown in Fig. 9.

Much more involved are the behavioural requirements concerning simulation time and coordination. In contrast to stand-alone simulation models, a coupled simulation model not only computes data, but has to perform activities concerning data exchange in accordance with the simulation time. The general life cycle a coupled simulation model must follow is described as follows.

- initialise model with basic data (e.g. about the simulation area)
- provide exported data at the model’s export interfaces
- while not at simulation end
  - get data from the model’s import interfaces

\(^2\) For instance, in the GLOWA-Danube project the common simulation time spans typically 50 years starting from the actual date.

\(^3\) Which is necessary for other models to start their computation.
• *compute* new data for the next time step
• *provide* newly computed data at the model’s export interfaces
  – *finalise* the simulation (e.g. closing of open files or database connections)

This general life cycle of any simulation model is integrated into the sequence diagram of the base view (Fig. 4) resulting in the sequence diagram for the dynamic time view requirements shown in Fig. 10, which is an obvious behavioural extension of the former one.

![Sequence diagram](image)

**Fig. 10.** Time view requirements: dynamic model

The sequence diagram in Fig. 10 models the parallel execution of all simulation models participating in an integrative simulation. But it allows much more (parallel) executions than desired since the single models are by no means coordinated w.r.t. simulation time yet. For instance, Fig. 10 would allow an execution where the first simulation model has already finished its *getDatame Compute* - *provide* loop, while some other model, whose exported data is needed by the
first one, has not even provided data yet or has only provided data which is obsolete for the first model. Hence, we are faced with a non-trivial coordination problem which cannot be specified in UML. Our solution is to switch from the UML requirements model to a formal specification of the coordination problem. For this purpose we use the process algebra FSP (Finite State Processes FSP) introduced by Magee and Kramer \cite{23} which allows us to formalise the coordination requirements in terms of so-called property processes. Then we develop an FSP design model and check that the design model satisfies the coordination constraints. Finally, we move back to UML and obtain a UML design model which is a refinement of the original UML requirements model for the time view. Our procedure is depicted in Fig. 11. We start with the specification of the coordination problem.

\begin{center}
\includegraphics[width=\textwidth]{fig11}
\end{center}

\textbf{Fig. 11.} From UML to FSP and back

\textit{The Coordination Problem.} When several simulation models are executed in parallel, it is essential that only valid data is exchanged, i.e. data that fits to the local model time of the participating models. To specify this requirement we consider only two simulation models at a time, one, say $U$, acting as a user of data, and the other one, say $P$, acting as a data provider. From the user’s point of view we obtain the coordination condition (U), from the provider’s point of view the coordination condition (P).

\begin{align*}
(\text{U}) & \quad U \text{ gets data expected to be valid at time } t_U \text{ only if the following holds:} \\
& \quad \text{The next data that } P \text{ provides is valid at time } t_P \text{ with } t_U < t_P. \\
(\text{P}) & \quad P \text{ provides data valid at time } t_P \text{ only if the following holds:} \\
& \quad \text{The next data that } U \text{ gets is expected to be valid at time } t_U \text{ with } t_U \geq t_P.
\end{align*}

Condition (U) ensures that the user does not get obsolete data while condition (P) guarantees that data, available at the provider’s interface, will not be overwritten if it is not yet considered by the user model. If one can show that all (pairwise) combinations of all models participating in an integrative simulation considered in both roles, as user and as provider of data, satisfy the two coordination requirements, then the whole integrative simulation is coordinated correctly.

To specify the coordination conditions, we first formalise the general life cycle of a simulation model in terms of the following FSP process \texttt{MODEL}, which is

\footnote{An alternative formalisation of the coordination problem using purely mathematical notations is given in \cite{3}.}
parameterised with respect to the model’s time step. The actual simulation time, when a certain action happens, is modelled by an action index. The sequence of actions in line 5, `getData[t] -> compute[t+Step] -> provide[t+Step]`, is iteratively performed with increasing time `t` and thus formalises the inner loop of the sequence diagram in Fig. 10. Let us remark that the computation of new data for time `t+Step` relies on data obtained for time `t`. This time difference avoids deadlocks of concurrently running models (in the case of feedback loops) but it may also lead to imprecisions whose relevance must be analysed in concrete cases and, if necessary, can be resolved by using smaller time steps.

1. `range SimTime = SimStart..SimEnd`  
2. `MODEL(Step) = (run -> init -> provide[SimStart] -> M[SimStart]),`  
3. `M[t:SimTime] =`  
4. `if (t+Step <= SimEnd)`  
5. `then (getData[t] -> compute[t+Step] -> provide[t+Step]`  
6. `-> M[t+Step])`  
7. `else (finalize -> finished -> STOP).`  

A particular simulation model with `modelId m` and time step `sm` is then formalised by the labelled FSP process `[m]:MODEL(sm).` In this process all actions are prefixed by the model identifier `m`, i.e., the actions are of the form `[m].run, [m].init, [m].provide[t], m.get[t]` etc.

On this basis we can formalise the coordination conditions in terms of the following FSP property process `VALIDDATA`. The first alternative of the process `VALIDDATA` formalises condition (U) from above such that the index variable `nextUser` corresponds to `tU`, `nextProv` corresponds to `tP` and therefore `nextProv-StepProv` corresponds to `lastP`. The second alternative formalises condition (P) from above.

1. `property VALIDDATA(User, StepUser, Prov, StepProv) =`  
2. `VD[SimStart][SimStart],`  
3. `VD[nextGet:Time][nextProv:Time] =`  
4. `(when (nextGet<nextProv)`  
5. `[User].getData[nextGet] -> VD[nextGet+StepUser][nextProv]`  
6. `| when (nextGet>=nextProv)`  
7. `[Prov].provide[nextProv] -> VD[nextGet][nextProv+StepProv]).`  

For a system of coupled simulation models all requirements concerning the validity of data are now obtained by pairwise instantiations of the generic property process `VALIDDATA` such that, in different instantiations, the same simulation model occurs once in the role of a user and once in the role of a provider of data. To validate the property processes we have used the FSP-tool LTSA (Labelled Transition System Analyser) which translates FSP processes into labelled transition systems and visualises the transition systems if the property process is instantiated (by small parameters).
3.2 Time View Design

The formal specification of the coordination requirements is highly non-constructive. The basic idea of the formal design model is to introduce a global control process that coordinates appropriately all simulation models participating in an integrative simulation. In [12] we have constructed an explicit coordination process with FSP, called TIMECONTROLLER, which has actions of the form \( m.\text{enterGet}[t], m.\text{exitGet}[t], m.\text{enterProv}[t], m.\text{exitProv}[t] \) for all model identificators \( m \) and time steps \( t \) within the range of the simulation time. The \textit{enter} actions are guarded by appropriate coordination conditions like, in the case of three simulation models to be coordinated,

\[
\begin{align*}
\text{when } & (t<\text{nextProv1} \& t<\text{nextProv2} \& t<\text{nextProv3}) \\
\text{when } & (\text{nextGet1}\geq t \& \text{nextGet2}\geq t \& \text{nextGet3}\geq t)
\end{align*}
\]

The \textit{exit} actions are not guarded but change the value of the \text{nextGet} and \text{nextProv} variables accordingly.

Moreover, the FSP process \textsc{MODEL} of the requirements model is extended such that any \textit{provide} and \textit{get} action is surrounded by appropriate \textit{enter} and \textit{exit} actions which are shared with the timecontroller. Since shared actions can only be executed together, the timecontroller process now monitors when a simulation model can execute its \textit{get} and \textit{provide} actions in the parallel composition

\[
([1]:\text{MODEL}(s1)||\ldots||[n]:\text{MODEL}(sn)||\text{TIMECONTROLLER})
\]

We have verified with LTSA that the FSP design model indeed satisfies the coordination conditions formalised by (instantiations of) the property processes of the FSP requirements model; see [12] for more details.

The formal FSP design model suggests a particular architecture of a design model on the UML level which introduces the class \texttt{Timecontroller} shown in the static UML design model in Fig. [12]. Obviously, this model is a refinement of the static time view requirements model in Fig. [9] and also an extension of the static base view design model in Fig. [5] as required by the proof obligation (*) in Fig. [8].

During an integrative simulation run there is exactly one instance of the class \texttt{Timecontroller} which acts as a monitor that must be called by the simulation models (more precisely, by the \texttt{ModelCore} instances) before data delivery and data access can be performed. This is pointed out in Fig. [13] which shows an excerpt of the dynamic UML design model for the time view. In particular one can see in Fig. [13] that any \textit{enter} message called on the timecontroller is equipped with an “enable” constraint which expresses a coordination condition derived from the FSP guards in the timecontroller process. We have introduced enable constraints, though not part of the OCL standard, to model situations in which
a calling object will be blocked if the condition is not valid and then waits until the constraint becomes true. Let us remark that enable conditions are methodologically (and also from the implementation point of view) quite different from OCL preconditions, since preconditions are expected to hold when an operation is called. Indeed, when we use preconditions in our models, we express a requirement for the caller and our reference implementation will raise an exception if the precondition is not satisfied upon operation call. In contrast, if an operation call is constrained by an enable condition, say \texttt{cond}, then the operation, say \texttt{op}, will be implemented in Java by a synchronized method applying the following general pattern proposed in [23]:

\begin{verbatim}
public synchronized void op() throws InterruptedException {
    while (!cond) wait();
    ... // monitor state = nextState
    notifyAll();
}
\end{verbatim}

If the condition \texttt{cond} is not satisfied, the calling thread will be blocked by \texttt{wait}. If the condition is satisfied the thread may enter the critical region and change the monitor state. After that it releases, if necessary, all waiting threads by \texttt{notifyAll}. The \texttt{while} loop ensures that the condition is checked again after a thread has been released which is necessary since Java follows the “signal and continue” principle.

The sequence diagram in Fig. 13 shows also that, after a simulation model has entered the monitor, the concrete execution of getting data and providing data is delegated to an instance of the class \texttt{AbstractModel} and similarly for computing new data. How the operations \texttt{getData}, \texttt{provide} and \texttt{compute} will finally be implemented is due to the developer of a concrete simulation model who has to extend the abstract model class. Therefore \texttt{getData}, \texttt{provide} and \texttt{compute} are declared as plug points in the class \texttt{AbstractModel} as indicated in Fig. 12.

As already mentioned, Fig. 13 shows only an excerpt of the dynamic design model for the time view. The full model is a hierarchically organised sequence diagram presented in all details in [21]. It is a refinement of the dynamic time view requirements model in Fig. 10 and also an extension of the dynamic base view design model in Fig. 6 (as required by the proof obligation (*)) in Fig. 8.

### 3.3 Time View Components

The component model for the time view encapsulates the \texttt{Timecontroller} class in the component \texttt{TimeCoordination}, which is connected to the two components of the base view by appropriate interfaces, one to access the timecontroller monitor from a model and the other one to pass a simulation configuration from the simulation administrator. This corresponds to the refinement step 5 in Fig. 8.
Fig. 12. Time view design: static model
Fig. 13. Time view design: Excerpt of the dynamic model
Fig. 14 shows the component model of the time view. It extends the base view component model in Fig. 7 by the component \texttt{TimeCoordination} and by the two interfaces \texttt{TimecontrollerMonitor} and \texttt{TimeCoordinationAccess} together with their associated relationships for usage and implementation. Hence, the proof obligation (**) of Fig. 8 is satisfied.

![Component model diagram](image)

**Fig. 14.** Time view: component model

### 4 Data Exchange and Simulation Space

This section gives a short overview on the remaining system views concerning data exchange and simulation space. We only present the static requirements models as extensions of the base view to get an idea of the relevant concepts in these cases. For the complete development of the data exchange and simulation space aspects we refer to [21].
4.1 Data Exchange: Requirements

In a coupled simulation, the single simulation models exchange data at runtime. We require that for data exchange they use data interfaces. For each simulation model the interfaces appear in two different roles. First, a model must have a set of export interfaces to provide computed data for other models. Secondly, a model imports data that it needs for its own computations from other models. For this purpose it uses import interfaces (which at the same time are export interfaces of a providing model). Statically, we extend the requirements model of the base view (cf. Fig. 3) by the type DataInterface associated with the conceptual class Model by two directed associations, one for the exported and one for the imported interfaces of a simulation model, as shown in Fig. 15. A concrete example of an exported and imported interface of a groundwater simulation model is given later when we illustrate the framework instantiation in Fig. 19.

![Fig. 15. Data exchange requirements: static model](image)

The class diagram in Fig. 15 is enhanced by a consistency condition for integrative simulations which requires that for any model participating in a simulation and for each interface imported by the model there must exist exactly one simulation model which exports that interface. The following OCL invariant expresses this requirement.

context Simulation inv:
  self.models forall (m |
    m.imports ->forall (i |
      self.models ->one (n |
        n.exports ->includes (i)))))

The dynamic requirements model for data exchange is a simple extension of the basic one (Fig. 4), which integrates an activity to link models via their corresponding import/export data interfaces.

4.2 Simulation Space: Requirements

Any environmental simulation model operates on some simulation space. For integrative simulations we assume that all models use the same simulation space which consists of a set of so-called proxels. The term proxiel (cf. 25) stems from
process pixel and suggests that a proxel does not only model a structural element of the simulation space, but it shows also dynamic behaviour by simulating the environmental processes on this particular geographical unit. The entire simulation area is then modelled by a set of (non-overlapping) proxels. The spatial requirements of an integrative simulation are described by the UML class diagram in Fig. 16. It says that a simulation concerns always exactly one simulation area which, in turn, consists of a set of proxels. The class Proxel requires that each proxel has a unique identifier $\text{pid}$ and a number of properties which must be common to all simulation models (like, e.g., geographical coordinates, elevation, etc.). On the other hand, each simulation model has a set of proxels, on which it operates. These proxels must belong to the simulation area of the simulation, in which a model participates. This requirement is again expressed by an OCL invariant not shown here. Obviously, the static requirements model in Fig. 16 is an extension of the basic one in Fig. 3.

\[
\text{Simulation} \rightarrow \text{Model} \rightarrow \text{Proxel}
\]

\[
\begin{align*}
\text{Simulation} & \rightarrow \text{sim} \rightarrow \text{models} \\
\text{SimulationArea} & \rightarrow \text{area} \rightarrow \text{proxels} \\
\text{Proxel} & \rightarrow \text{pid} \rightarrow \text{properties}
\end{align*}
\]

Fig. 16. Simulation space requirements: static model

5 Integration

In the last step of our development methodology the component models of the single views are integrated into an overall component model which is an extension of each view, as indicated in Fig. 17. Though we have not considered the component levels of the data exchange and space views, we still want to give an overview of the component architecture of the full simulation framework shown in Fig. 18. One can see that it extends the time view component model of Fig. 14 by the component ModelLinking, which stems from the data exchange component model, and by the two components Basedata and Proxel, both stemming from the simulation space view. The latter has been introduced as a subcomponent of the Model component. As indicated in the picture, all components are connected via appropriate provided and required interfaces.

Our integration follows a general integration procedure for static and dynamic models which produces a unique result up to renaming, similarly to a pushout construction, and which is independent of the order of the integration (up
to renaming) in the case of more than two diagrams. For static models, our procedure works on an excerpt of the UML metamodel for class and component diagrams; it is widely adopted from the UML package merge construction as explained, e.g., in [14].

But we have also to consider the integration of dynamic models in the form of sequence diagrams, which we have used in the dynamic design models of each view and which are still valid in the single component models. The task is to describe how two sequence diagrams extending a common base sequence diagram are integrated. For this purpose we have defined general rules which work on an excerpt of the UML metamodel for sequence diagrams. An integrated sequence diagram comprises the lifelines, messages and interaction fragments of its constituent parts. During the integration process the interaction fragments of the base diagram act as synchronisation points whereas the other interaction
fragments of the extended diagrams can be arbitrarily interleaved. Hence, in
the integrated sequence diagram they are arranged, between the synchronisa-
tion points, in separate operands of the UML \texttt{par} construct to express parallel
executions. Our construction ensures that the partial order of interactions of
each single sequence diagram is preserved by the integration. In general, it may
however happen, that the resulting set of interaction fragments is not partially
ordered, i.e. the result is not necessarily a well-formed sequence diagram; cf. \cite{17}.
Thus our integration construction for dynamic models defines in fact a partial
function. Concerning our simulation framework the integration of the sequence
diagrams of the single views is rather involved and presented in detail in \cite{21}.

An integration process similar to ours, but without using a common base
defining the synchronisation points, is presented in \cite{4}. The approach is based
on a categorical construction using labelled prime event structures \cite{28}: the syn-
chronisation points of two sequence diagrams are calculated as a pull-back, and
the integration as a push-out.

Finally, let us still emphasise that all models of the simulation framework
are programming language independent. The integrated component model is,
however, sufficiently detailed such that it can be directly transformed into a
concrete implementation. We have constructed a reference implementation of
the framework in Java following a client/server architecture such that network
communication is performed by means of Java’s Remote Method Invocation in-
terface RMI. Since Java does not support the concept of components we have
developed a transformation pattern such that UML components are mapped
to Java packages, each package containing a (public) manager class that is re-
sponsible for generating objects that implement the provided interfaces of the
components in accordance with the component model.

6 Application of the Framework

Within the GLOWA-Danube project \cite{22,26} our simulation framework has been
instantiated to construct the integrative simulation system \textsc{Danubia} which in-
tegrates up to 15 simulation models for natural processes (like hydrology, plant
physiology, groundwater, glaciology etc.) as well as socio-economic models. The
latter have been developed to model the behaviour of the involved actors in
the areas of agriculture, economy, water supply, private households, and tourism
based on the structure of societies and their interests. The ultimate purpose of
\textsc{Danubia} is to serve as a tool for decision makers from policy, economy, and ad-
ministration for the sustainable planning of water resources in the Upper Danube
basin under global change conditions. \textsc{Danubia} was validated with comprehen-
sive data sets of the years 1970 to 2005. It is actually in use to run and evaluate
coupled simulations which are driven by climatic as well as societal scenarios for
the next 50 years.

How a concrete simulation model is integrated into the framework is shown
in Fig. \ref{fig:19} in terms of a groundwater model. The upper layer indicates (part of)
the framework core and the middle layer (part of) the developer interface as
discussed in Sect. 1. One can see that all model classes (and interfaces) of the groundwater model extend the base classes (the base interface `DataInterface` resp.) of the developer interface by certain domain-specific properties, like the proxel attributes `gwWithdrawal`, `gwLevel` etc., and by providing implementations for the plug-in operations like, e.g., `compute` and `computeProxel`. Thereby the framework’s core functionality concerning runtime coordination, management tasks and the like is completely hidden from model developers.

While the framework is primarily intended for the development of new simulation models, legacy models can yet be integrated into the framework as long as their computation steps are controllable from the outside. In this case the legacy model is surrounded by a wrapper which must implement the (plug-in) operations like any other model. The concrete computation steps of the legacy model can then be initiated by using the Java Native Interface.

Of course, the performance of a coupled simulation run depends strongly on the number and type of the participating simulation models. For instance, a simulation that couples only socio-economic models (together with a groundwater model needed to interact with the water supplier model) runs actually between three and four days for a simulation period of 50 years. In this case the smallest local time step is one day. If, however, all 15 models participate in a simulation run, then for the same simulation period of 50 years the simulation execution takes approximately 70 days. Hence, performance is still an issue and the obvious approach to improve efficiency would be to figure out further parallelisation.

Fig. 19. Instantiation of the framework
possibilities which may concern the framework as well as the implementations of the single simulation models. For instance, the coordination could be made more liberal if in addition to the local time steps individual dependencies and independencies of simulation models would be taken into account. The models themselves may also identify further parallelisable parts, though we have already provided templates for parallel computations of different proxels.

7 Conclusion

We have described the development of a generic framework for integrative environmental modelling and simulation. The framework supports the development and the coupling of simulation models from various disciplines. It allows us to construct in a flexible way networks of distributed, dependent simulation models which are concurrently executed. The framework has been successfully applied to construct the integrative simulation system DANUBIA which integrates 15 simulation models for natural and socio-economic processes.

For the development of the framework we have investigated a view-based methodology which, we believe, can be useful for the development of other complex software systems as well under the following assumptions: First, a partition of the functionality into several prominent views must be meaningful, secondly it should be possible to identify a common base view such that the other views are orthogonal extensions of the base, and, for applying our refinement and extension relations, the static, dynamic and component models must conform to the excerpt of the UML metamodel used in our approach. Actually, we are looking for further case studies to apply our methodology which finally should be supported by tools for various tasks. For instance, to manage views, check refinements and extensions, and to compute integrations and reference implementations.

We have applied formal specification techniques to specify and check the temporal coordination being the heart of integrative simulations with dependable models. We are not aware of any other system of comparable complexity which has been completely modelled and specified in such a rigorous manner up to the last step, in which a full, implementation language independent model of the whole system is constructed. The models and specifications serve at the same time as a complete documentation for maintenance, further developments and adaptations of the framework. The framework as well as the simulation models developed in the GLOWA-Danube project have been published under the name OPEN DANUBIA under an Open Source Licence. Thus the framework is accessible for model developers for instantiation and also for framework developers, who may want to add further features (e.g., to support dynamic changes of simulation configurations). More information about OPEN DANUBIA and a comprehensive list of publications discussing the application of the framework for particular scenarios and simulation results from various perspectives can be found at the GLOWA-Danube web page [26].
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Abstract. Complex systems exhibit emergent behaviour. The explanations for this explicit emergent behaviour are often difficult to identify, and usually require understanding of significant parts of system structure and component behaviour to interpret. We present ongoing work on a set of techniques, based on Model-Driven Engineering principles and practices, for helping to reveal explanations for system complexity. We outline the techniques abstractly, and then illustrate parts of them with three examples from the health care, system security and Through-Life Capability Management domains.

1 Introduction

Complex systems exhibit behaviour that is not directly predictable or traceable from the behaviour of their constituent components. For large-scale complex IT systems (LSCITS), complexity arises due to combinations of attributes: increasing system size; increasing rates of changing requirements that must be addressed; increasing numbers and types of stakeholders. The roots of complexity are typically hidden, and often these do not become apparent during the system engineering phase. When tested or deployed, emergent behaviour readily becomes apparent, as illustrated by some recent failures, e.g., the Mars Polar Lander.

The LSCITS initiative¹ has argued that existing reductionist approaches to engineering complex systems do not address essential complexity. Instead, new approaches, which allow engineers to understand and control complexity, are needed.

Model-Driven Engineering (MDE) is a systems engineering approach that promotes models—abstract descriptions of phenomena of interest—to first-class engineering artefacts. The ‘engineering’ in MDE focuses on constructing, analysing and manipulating models in rigorous ways, particularly with automated tools that support required tasks. MDE requires organisations to invest substantial effort into constructing models and supporting the modelling process.

¹ www.lscits.org
Models range from design artefacts (e.g., in UML, SysML, or bespoke domain-specific languages), to requirements, to documentation and reports, to what-if models, and beyond. The tasks that are typically applied to models in MDE include calculations (e.g., calculating a representative response time based on a model of a network), transformations (e.g., transforming a system model into a detailed design model), comparisons (e.g., comparing two versions of a model to identify the changes made during a configuration management process) and more. Numerous tools now exist to support MDE tasks, and MDE is now practiced in industry, and on very large complex systems engineering projects and problems.

MDE, as its name suggests, is most typically used for engineering complex systems. It is used less frequently for understanding systems, explaining systems, and revealing inherent complexity in systems. It is the latter that is the focus of this paper.

We contribute towards an approach for modelling complex systems, designed to help engineers better understand — and ultimately control — complexity. The approach, based on MDE principles, practices and tools, focuses on domain modelling and use of bespoke simulation and analysis of said models. The analyses and simulations are designed to help disentangle relationships – both structural and behavioural – between entities and components of complex systems. They are not intended to hide complexity but to reveal just enough detail for engineers to understand specific interactions between components. This, in turn, may help engineers understand (1) the impact of engineering decisions on overall system complexity; and (2) how to better manage and control complexity in a deployed system. The analyses and simulations are produced via use of MDE transformations, which, as a side-effect, produce traceability information that can be used to connect the results of analysis/simulation back to the models that capture essential characteristics of the problem domain. This “closing of the loop” can thus help to support evolution and change of models, as a deeper understanding of complexity develops.

The rest of the paper is structured as follows. We start with an abstract overview of the general approach for modelling complex systems (Section 2), which is inspired by approaches to domain-specific language design. Then, in Section 3 we present three modelling examples that focus on revealing different kinds of complexity. The examples are all related to LSCITS socio-technical problems and concepts; while not all LSCITS must exhibit socio-technical characteristics, many do, and in turn the complexity of such systems is significant (in part because of the increased number of events and nondeterminism that arises with humans and organisations involved). In Section 4 we provide pointers and concrete ideas for future work.

2 Domain-Specific Modelling Approach

The approach we take to modelling complex systems is inspired by domain-specific language approaches to MDE. The general strategy is to model domain
concepts of interest (e.g., components, behaviours, requirements) in a language specifically developed for the domain. As such, the semantic gap between the domain and the language used for expressing that domain should be reduced (and therefore the complexity of the problem domain is the focus of the modelling problem and the engineers). After constructing a suitable domain-specific language (with supporting tools for manipulating models), task-specific simulations and analyses are specified and developed. These analyses, which are designed to make explicit views on the behaviour and structures of the complex system, are developed and encoded using MDE operations (e.g., the transformations or comparisons mentioned earlier). The analyses can then be used to ask questions of the complex system model, e.g., what is the source of a set of events, how do events get transformed through parts of the system, what is the cost associated with processing particular types of events. In some cases, these questions may generate a view on the original system model; in other cases, it may elaborate part of the system model that was previously left abstract or obscured from an engineer. It is, ultimately, the engineer’s responsibility to decide how to make use of the elaborated system models that are produced as a result of applying the analyses. Importantly, by using MDE operations (particularly model-to-model transformations or model-to-text transformations) to implement the analyses and simulations, we obtain full traceability (via a trace model) to original (domain) models. As such, when an analysis is executed, its results (e.g., model checking counter-examples, simulation outputs) can be traced back to important modelling elements, thus helping to explain the output – and complexity – in a more precise and analytic way. The traceability information can also be used to elaborate or refine the source models to take into account any improvements that may be needed as a result of the analysis or simulation.

In summary, the general modelling approach is as follows.

1. Identify domain concepts and relationships of interest; this in turn identifies and clarifies the scope of the DSL to be used, and of the modelling that is to take place.
2. Encode domain concepts and relationships in a domain-specific language, including the language’s abstract and concrete syntax. Ideally, provide an editor for the language; the tool support will help to reduce errors and increase trust in the models.
3. Encode analyses of interest, by transforming (via model transformations of different kinds) domain-specific models into models amenable to analysis. The transformations should effectively produce views or elaborations of the original model, e.g., by simulating algorithms or calculating values.
4. Present the results of analysis to engineers, ideally in a perspective similar to the original editor (where feasible). Exploit the traceability information generated from running the transformations to enable this (e.g., following the approach of [6]).
5. Exploit the same traceability information to refactor and evolve the domain-specific language, where needed.

We now illustrate parts of this approach with several small examples.
3 Illustrations

Our illustrations focus on constructing and analysing domain-specific languages, and thereafter models of complex systems, to help to reveal explanations for their emergent behaviour. We present three examples.

1. A process modelling example wherein complex behaviours (particularly exceptional behaviours) are revealed through the modelling approach;
2. A secure systems example wherein complex inter-relationships between actors are revealed through the modelling approach; and
3. A Through-Life Capability Management class of problem, wherein LSCITS must be obtained to satisfy disparate goals, where there are multiple (optimal) ways in which the goals can be satisfied.

3.1 Failures in Healthcare Processes

Healthcare is a complex system \[1, 15, 16\]. Here we use term ‘system’ generically, to indicate a conceptual entity whose components interact in rich and fine-grained ways because they continually affect each other and operate towards a common sense of purpose. There are many factors which may contribute to the complexity of healthcare systems; the focus of our example is the structures of healthcare systems, and the patterns created by the interaction of their components. To describe these, a business process model can be constructed.

A business process \[7\] is a collection of tasks designed to produce a specific output (e.g., a product or service). A business process model defines a specific ordering of tasks across time and space. A business process may have a hierarchical structure, i.e., tasks may include or trigger further business processes. As such, they may also be recursive, i.e., a business process may invoke itself. A task is normally made up of activities (carried out by actors), resources (which support activities) and constraints.

A business process consists of a normal set of tasks and constraints, as well as exceptional tasks and constraints, designed to deal with situations outside the norm. Exceptions in business processes have been widely studied, including work on both identifying exceptions as well as exception handling. The traditional approach is to anticipate beforehand, and ideally exhaustively, all exceptional conditions that may arise, and augment business process models with the additional conditional elements that represent exception handling activities. This, however, makes business process models more complicated, and introduces complexity through interactions between normal conditions and so-called exceptional conditions, which model exceptional behaviour. This complexity is normally hidden from the modeller, until the process model is reviewed and validated. Even then, for large business process models, it is easy to overlook or misunderstand the complex interactions between normal tasks and exceptional tasks.

We applied the approach from Section 2 to the problem of understanding exceptional behaviour in complex business process models. The key concept that we chose to focus on in developing a DSL (according to the process of Section 2)
was that of exceptional conditions. We chose to treat exceptional conditions (and hence, tasks that were executed following exceptional conditions) as failures, and carry out a failure propagation analysis on a business process model. This in turn would illustrate (a) the impact of an exception on the overall business process model; and (b) the sensitivity of the business process model to exceptional conditions (namely, by illustrating the types of exception that tended to consolidate in specific parts of the business process model). In a nutshell, our DSL would include many familiar concepts for business modelling, but would be targeted at modelling of exceptional behaviour.

In terms of the approach of Section 2, we commenced by producing a small DSL for modelling business processes; this was effectively a subset of the Business Process Description Metamodel (BPDM), tailored for the example we were planning to use for experiments. However, the subset of BPDM was extended to include concepts for modelling the possible failure modes of the business process. This requires elaboration, because it is non-trivial and also because it is the key modelling challenge associated with this problem.

The problem we are interested in solving is identifying the failure modes of a business process. Our claim is that most process faults have a direct association with a task in the process — i.e., we assume that in the majority of cases the failure of a business process is initiated by a failure in a task of the process, and the failures introduced by individual tasks propagate through the process until the process delivers failure behaviour. So, to start analysing the behaviour of a business process in the presence of exceptions, we must first identify the possible failure modes of each task in the business process.

Let us illustrate this with a small healthcare system example. Consider Figure 1 which shows parts of a prototypical healthcare (business) process. We focus particularly Task 15 (Investigations); this task consists of one activity. Briefly, this task is as follows.

“Patients who have had a suspected stroke should have specialist assessment and investigation within 24 hours of onset of symptoms and be transferred to the acute stroke unit.”

The activity associated with this task is to investigate the condition of the suspected stroke patient. Resources available include acute stroke/TIA specialists, required medical documents (e.g., results of early assessment, patient medical history), and the availability of an acute stroke unit. There is also a constraint to carry out this activity within 24 hours of the onset of symptoms.

Given the activities, resources and constraints, we can now identify failure modes, i.e., the ways in which the business process fails to deliver its service. In effect, failure modes identify mismatches between expected outcomes and desired qualities. Based on an analysis of the literature [8, 9, 14] and a domain analysis of health care [2, 5], we argue that the qualities of a business process have the following five dimensions:

- **completeness**, whether the outcome of the process is complete;
- **validity**, whether the outcome of the process meets its requirements;
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Fig. 1. Acute Stroke/TIA - suspected (secondary care) (derived from [13])
– **consistency**, whether the outcome of the process is consistent whenever the process is executed;
– **timeliness**, whether the outcome of the process is generated on time; and
– **adequacy**, whether the outcome of the process is fit-for-purpose.

In each quality dimension, we can determine the possible failure modes of each activity, resource and constraint of a task. For example, considering the human resources of Task 15, the possible failure modes might be:

– **incomplete**, the human resources assigned to the task are insufficient. For instance, the task requests a specialist and a nurse to assist the investigation, but in reality, there is no nurse available when the task is performed.
– **Late**, the team of specialists are late in carrying out the task.
– **Inadequate**, the task should be performed by a stroke specialist, but in reality, it is done by a different specialist.

Process models expressed in our DSL can be annotated with tokens indicating the type of potential failure for each kind of activity, resource or constraint. Importantly, this failure modelling is carried out on the **domain model**, in the vocabulary of process models. Additionally, these failures can then be elaborated to capture the **propagation** and **transformation** behaviour of activities, resources and constraints. For example, an activity may receive faulty outcomes from preceding activities. The new activity may compound the failure (by transforming it into a new failure), may simply propagate the failure, or may mitigate the failure in an appropriate way. Our modelling approach includes mechanisms for modelling such failure behaviours.

However, the (annotated) process model constructed as above only captures the component failure behaviour; it says nothing about the whole-system (emergent) failure behaviour. To understand and reveal this, we **transform** the annotated process model to a new model amenable to failure propagation analysis. The details of this are outside the scope of this paper, but the overall approach used is consistent with what was presented in Section 2: a model transformation maps the annotated process model into an interval timed coloured Petri Net, which can then be simulated to reveal the overall business process model failure behaviour. The overall algorithms used for simulation are inspired by those in the Failure Propagation and Transformation Calculus [17]. The transformation itself is not particularly complicated, requiring only several hundred lines of code (written in a specialised model transformation language); in part, the transformation is straightforward because of some similar structures arising in both the DSL for process modelling, and in the dialect of Petri nets.

We applied this approach to the health care example illustrated in Figure 1. This process includes sixteen key activities: we focused on one particular failure

---

2 Excluding the final activity —i.e., determining whether the patient has experienced an acute stroke, TIA, haemorrhagic stroke, or other attack— because we are interested in analysing this example to identify key potential failures leading to incorrect judgement.
that was identified during the modelling stages: incorrect judgement after activities related to reviewing the investigating results (activity A19 in Figure 1). As a result of elaborating the business process model via transformation to a failure propagation model, we identified a number of reasons that could lead to this particular failure. Perhaps more importantly, we identified a number of ‘vulnerable’ activities that may be the ultimate cause of such a failure. These include A5 (judgement of application of urgent thrombolysis within 3 hours), A9 (clinical presentation), A10/11 (review history of health care and examinations) and A17 (brain imaging). During the analysis, the conclusion was that the quality of the services provided by these activities rely substantially on the skills of the personnel carrying them out. Thus, we can argue that to better mitigate such a failure, improvements should be concentrated on improving the skills and experience of the personnel carrying out these critical activities. These ‘critical’ activities were identified by expert analysis, assisted and supported by the traceability information derived from the model transformation mapping the process model into Petri nets. The results of the Petri net analysis was (manually) traced back, via the underlying trace model, to the activities of the process model. In this particular situation, the reflection of analysis results on the original model was not done automatically, but expert analysis was assisted by automated tools.

The modelling and analysis approach helped in this example to reveal inherent complexity due to failure behaviour. In turn, the analysis helped us identify critical parts of business processes, and how these parts contribute to overall failures and exceptional conditions.

Our second example uses a similar approach to modelling, but for different effect: to understand the complex inter-relationships that exist between actors.

### 3.2 Secure Transaction Problem

The recently cancelled UK National ID card programme was intended to introduce new large-scale complex IT systems, with particularly significant socio-technical concerns; similar (though not as controversial and pervasive) ID card systems exist in other countries world-wide. The intention for the UK ID card programme was to use a unified ID card, with secure transactions, to support many identification scenarios now currently supported by a collection of mechanisms (e.g., non-biometric cards). Many of the intended scenarios, and secure transactions, involve both network and cryptographic protocols and the interactions of different humans participants in a real-world environment. Modelling these scenarios is complex, in part due to the fuzziness of some of the properties involved. In this illustration, we use our modelling approach to unveil complexity in these scenarios, and by doing so address two other key contributors to complexity: non-determinism and unpredictability.

Consider the following concrete example.

*Alice has an identification card issued by her national government. She applies, in person, for a tax certificate for her car. The clerk takes Alice’s identification card and tests it for various properties, related to Alice’s*
identifying features (name, photograph, biometrics, address), which are needed to ensure that a tax certificate is properly issued to the person who should hold it. Specifically, the clerk at the tax office uses the identification card as a means of verifying any claims that Alice makes about herself (e.g., related to name and age).

Such scenarios occur widely. They appear to be simple (i.e., can Alice be issued a tax certificate for her car?) yet have significant inherent complexity. This complexity arises for at least two reasons.

1. decisions taken within the scenario are not based purely on boolean values (i.e., they are taken or not taken). Nor are they taken based on a probability (e.g., 75% of the time the certificate is issued, 25% of the time it is not). Instead, decisions are taken based on probability distributions. A seemingly binary decision (e.g., can Alice acquire a tax certificate?) is underpinned by a number of fuzzy decisions (e.g., how accurately does the ID card presented identify Alice? To what extent does the clerk believe that the ID card represents Alice?).

2. the scenarios are inherently generic and must be configured to be fully analysable. For example, different mechanisms of different quality can be used within the scenario to support Alice demonstrating that she is at least 18. Such instantiations must take into account the scenario context (e.g., how effective will biometric scanners be in this particular building during these particular hours), and must be taken into account in any analysis process.

At different steps of the scenario (e.g., when Alice enters the tax office, when the clerk first observes Alice), decisions are taken (e.g., Alice is over 18, Alice’s ID is valid). A simplistic view would be that these decisions are binary, and one branch of the decision structure (e.g., Alice is over 18) is taken with probability $p$, and the other (e.g., Alice is not over 18) taken with probability $1 - p$. Such a structure would naturally lend itself to state exploration and property checking using a probabilistic model checker, e.g., PRISM [10] or a probabilistic process algebra, e.g., pCSP [11]. A different view is that decisions are taken based on probability distributions. When Alice enters the office, the clerk forms a belief about Alice’s age; conceptually, this belief is not that Alice is or is not 18, but that it can be represented as a distribution around Alice’s age and represents the clerk’s ability to perceive a person’s age. Similarly, when Alice presents an ID card, there is a probability distribution associated with the clerk’s perception of this ID card (e.g., does the photo accurately depict Alice; does it appear that the card has been tampered with). This distribution is in turn dependent on the clerk’s ability to perceive if a card has been tampered with. Later distributions may depend on an earlier perception, such as the ability of a third party to forge or modify a card.

Modelling scenarios like these as a set of binary decisions with real-valued probabilities hides much of the complexity of how decisions are made. By hiding

---

3 Though post facto analysis of many instances of the scenario could lead to sufficient data about the probability of a decision being made.
this complexity, we make it difficult to understand the impact of changes in the scenario, e.g., the use of ID cards that are claimed to provide fewer false positives. This in turn makes it more difficult to analyse scenarios and carry out what-if analyses, particularly to establish the benefit of improvements in the mechanisms used in specific configurations of scenarios.

We have applied the modelling approach of Section 2 to scenarios like the tax certificate one above. In [3], we identified the concepts for and the abstract syntax of a domain-specific language for modelling configurable scenarios. The DSL includes concepts for modelling actors (e.g., agents, subjects, cheats), mechanisms (e.g., cards, card readers), locations, and events (e.g., test a card, validate a transaction). As a result, the DSL contains slots for carrying out configurations, for example, to introduce particular cards or particular events.

Transformations have then been defined to map models written in the DSL to input to a probabilistic state exploration tool. This would allow the use of probabilistic model checkers such as PRISM, or state exploration tools like Casper, FDR2, or ProBE to do exhaustive runs of specific scenarios, or to work in an interactive mode. These would support probability distributions related to events, but it would not allow the manipulation of those distributions. In order to provide support such manipulations, we transform models to serve as input into a bespoke state exploration tool. This tool allows us to exhaustively explore scenario instances, and as result obtain a better understanding of the inherent complexity of such scenarios. The transformation – in this case, a model-to-text transformation – is, like the previous example, not particularly complex. Much of the complexity arises with supporting the configuration of the scenario, e.g., to introduce cards with particular capabilities. In this particular case, because the number of configurations we needed to work with was relatively small – just a few different types of cards and around 10 different events – we configured the models interactively. In other words, we asked the end-user to select which configurations they wanted to execute (as the model-to-text transformation was running). For larger configurations we would likely re-implement the transformation to take two models as input – one for the scenario model, the other encoding configuration parameters. It is worth noting that the transformation tools we used support transformations involving multiple input models.

What does the elaboration of complex scenario models actually provide to us? For one, it allows us to determine the impact of mechanisms on outcome. For example, we might ask: what, truly, is the impact of biometric ID cards on identification scenarios such as this? Before biometric ID cards, successful completion of the scenario (i.e., offering Alice a tax certificate when she was legitimately entitled to one; and refusing when she shouldn’t receive one) depended predominantly on the beliefs formed by the clerk. Do biometric ID cards offer any improvement? The work in [3] included a number of instances of similar scenarios and as a result made the following observations:

– use of biometric ID cards led to small, though noticeable increases in true positives and small, but noticeable reductions in false negatives (when compared with using no cards at all);
– when compared with alternative mechanisms (e.g., non-biometric ID cards), biometric ID cards made very small improvements (on the order of 1%).

While many more scenarios and experiments would need to be carried out to better bound the overall impact, it is arguable whether more expensive biometric ID cards add value when compared with less sophisticated, less accurate mechanisms of identification.

With this example, we were able to use modelling and overall approach to make explicit the relationships between actors in a scenario, and to tease out the semantics underpinning these relationships — i.e., that they were based on belief models instead of discrete probabilities. In constructing our domain-specific language and our analysis tools, we have configured the approach in a way that allows experiment with different semantics. For example, we could experiment with Bayesian models underpinning the belief systems set up in the scenarios, without having to change the overall DSL or the modelling approach — only the back-end state exploration or modelling tool would need to be changed.

3.3 Through-Life Capability Management

Large organisations typically manage LSCITS projects in terms of procuring the equipment, facilities, personnel and software that they require. Procurement exercises are invariably large and complex, requiring different entities (e.g., computers, lifeboats) to be compared in different ways.

It has been recognised by numerous government departments and large organisations that management of projects in terms of capability could potentially offer increased efficiencies. In classical procurement, an organisation may have defined a problem in terms of a requirement for a piece of equipment (e.g., a lifeboat); said equipment would then be acquired. In capability-based management, the problem would be defined in terms of a capability of rescuing people and equipment at sea, and a range of possible solutions could be considered. In effect, capability-based management means moving from defining problems in terms of concrete solutions, to defining problems in terms of abstract needs.

The challenge associated with capability-based management is that it opens up the solution space: a problem is now specified in terms of abstract needs, which can be met in a number of ways. Each potential solution must be identified and costed. Moreover, potential solutions are themselves capabilities, and are associated with their own individual requirements. To put it another way, solutions come with new problems, and as such understanding how solutions interact is difficult. Modelling – particularly with domain-specific languages – can help provide engineers with means to manage the solution space.

Through-Life Capability Management (TLCM) is a specific instance of capability-based management, which also takes into account long-lived capabilities, e.g., logistics, personnel, training, deployment and decommissioning. It is of particular interest to military organisations (e.g., the UK Ministry of Defense). An example of a TLCM problem arises with acquisition of long-lived assets such as aircraft carriers: not only must the equipment (the carrier) be acquired, but
so must airplanes, personnel, and fixtures and fittings. Moreover, personnel must be trained (at the right time) so that the aircraft carrier can be deployed on-time and on-budget. Furthermore, personnel and other equipment must be moved off the aircraft carrier in time for it to be decommissioned. There are, of course, multiple ways in which acquisition of these various assets can be implemented. In general, TLCM problems exhibit the following characteristics:

- They exhibit multiple objectives (e.g., protect a country, minimise costs).
- To solve them requires heterogeneous tradeoffs (e.g., between training and equipment). This is sometimes called the ‘Apples and Wednesdays’ problem, as it requires comparing and deciding between very different things.
- Different solutions may be optimal or near-optimal at different times.
- There may be multiple solutions, and understanding how each solution contributes to solving the overall problem may be difficult.

We applied the approach in Section 2 in a number of experiments that constructed DSLs for modelling TLCM problems. At the same time, we developed MDE techniques for calculating optimal and near-optimal solutions to these problems. The full details of our approach to calculating optimal solutions (based on search-based software engineering techniques) have recently been presented in [4], including a small example. We give a concise overview of our modelling approach here.

There are two basic modelling problems associated with TLCM.

1. Modelling TLCM problems in a domain-specific way, which reveals the complexity of the problem but says nothing about potential solutions. In this manner, we use abstraction and domain-specific concepts to allow us to focus on the challenges of understanding the problem, instead of concerning ourselves with characteristics of the solution space.

2. Modelling components, which are artefacts that can be used to (partially or fully) satisfy the goals inherent in a TLCM problem. In effect, the components are the basic building blocks of the solution space, and when components are – perhaps in combination or aggregation – used to satisfy goals, a solution to the overall TLCM problem is derived.

To support this, we used the approach in Section 2 and designed and implemented two domain-specific languages: one for modelling TLCM goals, and the other for modelling components. In the first DSL, goals can be decomposed further; moreover, each goal is itself associated with an arbitrary number of ways in which its satisfaction can be determined. For example, some goals may be satisfied in a probabilistic way (e.g., 100%, 75%); others may be satisfied in a measurable but discrete way (e.g., best, worst). The overall abstract syntax of the problem/goal DSL is illustrated in Fig. 2 We use UML’s concrete syntax to represent the abstract syntax; in practice, we usually implement the abstract syntax using Ecore and the Eclipse Modelling Framework (EMF) For reasons of compliance with TLCM vocabulary, a goal is called a Capability in this diagram.
The second DSL is used for modelling components that can be used to satisfy goals (capabilities). Components are associated with a particular cost, as well as a description of the capabilities they provide, and the capabilities they require (it is typical of TLCM problems that acquired capabilities require other assets to also be acquired). This is illustrated in Fig. 3.

The first DSL is used by the TLCM expert who wishes to model and understand a TLCM problem; the second DSL may be used by a procurement expert who understands what assets are available, what they may cost, and what is required to acquire and deploy them. Models expressed in the two DSLs are then input into an optimisation algorithm (implemented using the Epsilon model management framework\footnote{http://www.eclipse.org/epsilon}, which will automatically calculate optimal ways in which the components can be configured to satisfy the overall TLCM objectives. The details of this algorithm can be found in \cite{4}. Effectively, the implementation of the algorithm uses a chain of different kinds of model transformations to calculate optimal solutions. The chain of transformations maintains traceability between source models (scenarios and components) and optimal solutions; the chain is itself very complex, involving around 5K lines of transformation code. However, the traceability information is not specifically needed to trace the results from solution back to source models, because the way in which the transformations produce results, both solutions and relevant source models are presented to the end-user (in other words, the traceability information is captured explicitly in the output). Explicitly representing traceability information in this specific case is necessary to allow the end-user to consider the tradeoffs between solutions that are available.
We have applied the modelling approach and the optimisation algorithm to a number of TLCM problems, including the next-release problem (i.e., determining the optimal features to include in a next software release), a lifeboat problem, and a crisis management problem. With this approach we were able to make explicit the relationships between solutions and problems, particularly when those relationships were extremely complex (e.g., when an aggregate of components was used in a non-obvious way to satisfy a complex decomposition of goals). Effectively, the approach can be used to disentangle the most appropriate ways to satisfy goals, to exhaustively enumerate all possible optimal solutions to TLCM problems, and as a result guide TLCM practitioners through the process of making tradeoffs between these solutions. DSLs and modelling helped us to reveal complexity, but also manage it in efficient and controlled ways.

4 Conclusions

We have outlined a modelling approach, based on the construction of domain-specific languages, for improving understanding of complex systems. Typical approaches to use of domain-specific languages (e.g., as exemplified in Model-Driven Engineering) focus on generating new applications; we instead focus on using the principles of domain-specific languages to produce views of complex systems that help us better understand interactions between components. We have used this approach, in concert with model transformation technology, to better understand complex business processes (to help identify failure behaviour, both locally and in subsystems) and to better understand complex scenarios (to help identify the relationships between actors in scenarios). We are currently applying domain-specific languages to wider search-related problems, particularly for validation and verification of models and mechanisms for manipulating models. One of the critical problems in modelling is determine the validity of the
model; we are attempting to evaluate this by building tools that manipulate models (e.g., via transformation, code generation, or comparison) and then using search-based techniques to automatically test the tools, thus ideally giving us more confidence in the validity of the models, the DSLs themselves, and the tools.
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1 Introduction

The derivation of requirements for complex systems has been recognized as a major problem in industry. The system requirements are a definition of what is expected of the system. They inform the system implementation and, in some cases, serve as a basis for a contract between a system procurer and a system provider. Historically, requirements have been expressed as statements of natural language text that have set out the functionality of the system that is expected. Modern agile methods have rejected the notion of requirements as descriptions of functionality and use approaches such as user stories to describe what is expected. However, these approaches are still primarily concerned with what the system should do.

Behavioural approaches to requirements engineering are appropriate when systems are to be developed from scratch. However, in most organization, new systems are now created by integrating functionality from existing systems and components. In such cases, it makes little sense to specify requirements in terms of what the system should do – the functionality is already defined in these systems. Rather, we argue that it is more appropriate to consider the system requirements from an informational perspective – what information should the system provide and who needs that information to do their job.

The derivation of requirements involves extensive discussions and consultations with system stakeholders – people who may be system users, their managers or who are influenced in some way by the system. An enduring problem in requirements engineering has been how to identify the stakeholders to be consulted and how to help
them articulate their requirements for a system [1]. Requirements engineering methods such as Volere [2], say little about this problem – they highlight the importance of stakeholder consultation but their only guidance of stakeholder identification is to provide a list of stakeholder types. The problems of stakeholder identification are exacerbated in situations where the system to be developed spans several organizations and these stakeholders are distributed across these organizations.

To address this problem, we have developed the notion of responsibility modeling. We explicitly identify the responsibilities of organizational stakeholders in a problem setting and draw up a model showing these responsibilities and their assignment to agents. This then serves as a basis for both identifying stakeholders and for identifying whether or not there are inconsistencies in responsibility perception in the different organizations involved.

Once stakeholders have been identified, we can then enter into discussions with them about how they do their job and what information they require to do so. The responsibility model, along with a set of standard questions, is used to facilitate that discussion and to help the requirements engineer tease out the interactions between stakeholder responsibilities. This then leads to a statement of ‘information requirements’ which are then used to inform the system design and implementation.

In the remainder of the paper, we discuss enterprise systems and how these are typically created by composing and configuring existing software systems or components. We go on to explain why we think information requirements are the most important type of requirement for enterprise systems and follow this with an introduction to responsibility modeling. We explain how responsibility models are used to derive information requirements and illustrate our approach with a case study of an emergency management system. We conclude with a discussion of related work and our thoughts on how this work can be taken forward.

2 Enterprise Systems

The focus of our work for a number of years has been enterprise systems [3]. This term is widely used and is sometimes used synonymously with the term ERP or enterprise resource planning systems. Whilst ERP systems are certainly enterprise systems, we actually use the term more widely to denote systems that have the following characteristics:

1. They are multifunctional systems in that they deliver different classes of functionality. For example, an enterprise system may deliver functionality to support both sales and purchasing functions in an organization.
2. They are often oriented around one or more shared databases. The sharing of data means that data is not replicated in the organization and there are opportunities for data sharing across the different functions delivered by the system.
3. The different components of the system are self-contained systems so that they can operate with or without other components. An enterprise system may therefore be considered as a system of systems.
4. They are used by different classes of stakeholder who have different jobs in the organization. Users may have different levels of power and authority in the organization and different levels of technical expertise. The user base for these systems is therefore heterogeneous and drawn from different levels in the organization.

5. The system will have emergent behavior that cannot be predicted by an analysis of the system components. This behavior may be desirable or undesirable and is a consequence of the complexity of the relationships between the different systems in the enterprise system.

ERP systems, such as those marketed by SAP and Oracle, are enterprise systems where all of the system components are supplied by a single supplier. These ERP systems normally have a preferred mode of use and organizations that wish to use an ERP system are advised to adapt their processes to this mode of use. Typically, a single ERP system will replace a number of separate systems in an organization.

More generally, enterprise systems may include systems from a number of different suppliers. These may communicate through a shared database but may also maintain their own databases. Some component systems may be legacy systems – older systems based on obsolete technology that have been ‘wrapped’ with e.g. a service interface so that they can interact with other systems. Other components may be off-the-shelf systems from different manufacturers, specially written systems, etc.

Enterprise systems may be considered as technical software/hardware systems but they are an integral part of wider socio-technical systems in the enterprise. Socio-technical systems are systems that include people as well as technical elements and which are profoundly influenced by organizational policies, processes and culture, as well as external regulation. In essence, socio-technical systems are the ways in which work gets done in an organization.

Over the past decade of so, the notion of a virtual organization or virtual enterprise [4] has been developed. A virtual organization is temporary entity that is created with a particular mission and which involves a number of other organizations. For example, a virtual organization may be created to organize a major sporting event such as the Olympic Games. This encompasses many different partners, who each have their own IT systems.

Virtual organizations are enterprises in their own right and enterprise systems may therefore be created to support their operation. In this case, the component systems are distributed across the organizations in the virtual enterprise. These systems have all of the above enterprise system characteristics but with additional complications:

1. The system components in the system of systems are independently owned and managed. This means that there is no single authority that can control the functionality and development of the enterprise system.
2. There is no single shared database but rather a confederation of databases from the different organizations that are involved in the system. Inevitably there are syntactic and semantic incompatibilities between these systems.
3. The practices and cultures of the different organizations in the virtual organization are different. This has the consequence that the overall virtual enterprise system is perceived in quite different ways by stakeholders in these different organizations.
In this paper, we will draw on our experience of interacting with a virtual organization, which is created to deal with serious civil emergencies such as a terrorist attack, regional flooding, or a nuclear incident.

3 Requirements Engineering for Enterprise Systems

Requirements engineering (RE) is the process of understanding a system’s environment with a view to deriving the requirements for the system – what has to be implemented to provide the business functionality that is required. For organizational systems, this inevitably means dealing with multiple stakeholders from different parts of the organization who have differing needs and priorities. The RE process therefore inevitably involves negotiations with and between these stakeholders to arrive at a set of requirements that is acceptable to all stakeholders. This is illustrated in Figure 1.

The requirements engineering team works with stakeholders to understand their requirements for a new or replacement system. These requirements are then documented, usually using natural language text, and system models of different kinds may be produced. These are then taken back to stakeholders for checking. Typically, this is an incremental process and there will be several rounds of the cycle completed before a comprehensive set of requirements have been produced.

Inevitably, there will be conflicts between these requirements as they will represent the wishes of stakeholders with diverse needs. Some of these conflicts will be resolved by the requirements engineering team but there is always a need for a period of negotiation to settle disagreements and to arrive at a set of compromise requirements. This negotiation may also involve the implementation team who provide information about the costs of implementing the requirements – if requirements are too expensive to implement, they may be discarded.

![Fig. 1. The requirements engineering cycle](image-url)
Fig. 2. Enterprise system requirements engineering

Most approaches to requirements engineering that have been developed have adopted a behavioural perspective – they focus on what the system should ‘do’, in terms of delivering functionality to stakeholders of different kinds. However, when we are considering enterprise systems, the detailed functionality is largely pre-defined by the system components that are used. Instead, we argue that the focus of requirements engineering process should be on identifying the information that is needed and used by stakeholders, rather than the specific functionality that is used.

In essence, the requirements engineering process should focus its analysis on the information that people need to do their work, the information that they create in the course of that work and the information that is shared with other people. Non-functional information requirements such as confidentiality requirements for shared information, presentation requirements, etc. may also be elicited.

The basis of this idea is not simply that there is limited scope for extending the functionality of the system. It reflects the reality that the introduction of an enterprise system normally requires changes to the business processes in the organization. People have to change and adapt to use the new system and, by and large, this is not really a problem. They can learn new processes and user interfaces. Problems arise, however, when people do not have the information they need to do their job, whatever the specific process that is used.

Therefore, a focus on the information needs of stakeholders, as illustrated in Figure 2, is likely to be the most productive approach for enterprise system requirements engineering.

When we are considering information requirements, however, we need to take into account that political and organizational considerations affect both the availability and the sharing of information. Stakeholders may deliberately withhold or delay information because they see some personal benefit in doing so; they may demand that information be presented in certain ways or may insist on their own information classification schemes.

To illustrate what we mean here, consider the situation in hospitals where there is perennial (and probably inevitable) tension between the hospital administrators and the senior doctors. Information that is required to support administration is inevitably
different from clinical information and providing that information often requires doctors to do extra work. If doctors are in a strong position within the organization, they may simply refuse to provide that information, thus constraining the information system. On the other hand, if the power struggle favours the hospital managers, then the doctors may comply with the demands to change the way they capture patient information. The information requirements depend on the power relationships in the organization as well as what people need in order to do their job.

4 Responsibility and Responsibility Modelling

Our work over the past few years has been concerned with the notion of socio-technical systems engineering, where we are exploring how methods and techniques for socio-technical analysis of organizations can be used alongside systems and software engineering methods [5]. As part of this work, we have been investigating the abstractions that can be used to model complex socio-technical systems. Such systems include human and automated components, are significantly influenced by organizational policies, culture and politics and often involve participants and systems from a number of different organizations.

One abstraction that we have found to be particularly helpful is the notion of ‘responsibility’, which can be used to represent the expectations placed on both individuals and systems and which is a universal abstraction, used in all types of organization. We define a responsibility to be:

A duty, held by some agent, to achieve, maintain or avoid some given state, subject to conformance with organizational, social and cultural norms.

The key points in this definition are

- a responsibility is a duty, which implies that the agent holding the responsibility is accountable to some authority for their actions,
- responsibilities may be concerned with avoiding undesirable situations and not just with accomplishing some actions
- in discharging responsibilities, agent behaviour is constrained by laws, regulations and social/cultural conventions and expectations. Therefore, the effectiveness of an agent in discharging their responsibility is not only judged by the outcome but also by the ways in which the agent has discharged that responsibility.

Responsibilities are a particularly helpful abstraction because they are firmly rooted in the world of work and are not abstract notions, such as goals, which are apparently internalized in individuals. The naturalness of responsibilities means that responsibility holders find it easy to communicate with people about their own responsibilities and also about the responsibilities of others.

Of course, it is often the case that there are different interpretations about what a responsibility means. Perceived differences in what a responsibility entails are often helpful in identifying sources of misunderstanding and, sometimes, requirement conflicts. For example, a responsibility to arrange seminars in a university may be
interpreted as simply involving finding speakers and gaining their agreement to speak, but without any involvement in booking rooms, arranging refreshments, etc. The same responsibility may also be considered to be more inclusive so that it involves both finding speakers and making all other arrangements for the seminar presentation.

A responsibility model is a succinct description of the responsibilities that have been assigned to agents in one or more organizations. Our experience in modeling with client organizations is that modeling notations have to be simple, easy to explain and must avoid technical concepts that are alien to the people in the organization. For this reason, we believe that technical modeling notations such as the UML are not particularly useful for early-stage requirements engineering.

To make the models as simple as possible to explain, we have limited a responsibility model to three abstractions:

1. Responsibilities, as discussed above. Examples of responsibilities, drawn from an emergency response system, might be ‘Establish local communications’, ‘Casualty evacuation’ and ‘Press liaison’.
2. Agents, which are organizational, human or system entities that may be assigned responsibilities. Therefore, an agent may be a named organization such as the ambulance service, a person or a role, such as the communication coordinator or a software-intensive system, such as an automated despatcher for emergency vehicles.
3. Resources, which are used by agents in discharging their responsibilities. We distinguish between two types of resource namely physical resources, which are ‘consumed’ in use and information resources, which are not. An example of a physical resource is an ambulance – there are a limited number of ambulances in an area and once these have all been allocated, the despatcher must wait until one has been released. By contrast, an information resource such as a geographical information system is not (normally) limited by demand – it can be used irrespective of the number of users.

Figure 3 illustrates a responsibility model that we developed as part of an analysis of response to a civil nuclear emergency at a power station by the coast. There are consequent responsibilities to inform shipping in the area. In this model:

1. Responsibilities are shown in round-edged rectangles.
2. Agent names are enclosed in angle brackets.
3. Physical resources are shown in square brackets.
4. The names of information resources are surrounded by vertical bars.
5. Arrows show the sources and destination of information.

From this model, you can see that responsibility to check on the safety of shipping falls on MRCC Clyde, the maritime rescue coordination center for the Clyde Estuary area and it relies on incident information provided by the police and the nuclear emergency liaison officer from the NAECC, the National Atomic Emergency Coordination Centre. Notice that we don’t decompose this responsibility – how it is discharged is up to the organization assigned the responsibility and is of no concern to the emergency coordination team.
Fig. 3. An example of a responsibility model

The broadcasting of safety information relies on a number of information resources from various sources (not shown here) and the physical resources of VHF and MF radios, which are used to broadcast the information.

5 Deriving Information Requirements

Responsibility models document the responsibilities of the agents involved in a multi-agency virtual enterprise and so serve as a basis for identifying the sources of requirements and the stakeholders who need to be consulted to derive these requirements. Our approach to requirements derivation is based on a set of structured questions that are put to stakeholders in the system. These questions are based around the following topics:

1. *What information needs to be provided to discharge this responsibility?*
   Whilst an apparently simple question, it is not necessarily the case that stakeholders from different agencies require the same information. For example, a stakeholder in agency A may already have some information because it is generated in agency A but this needs to be provided in other agencies. So, as well as identifying specific information items, these questions identify information that may have to be shared between agencies.

2. *What channels are used to communicate this information?*
   This question identifies the ways in which information is communicated to stakeholders. In some organizational systems, this is simple and straightforward but in other circumstances such as emergency response, communication channels can be unreliable. We therefore may identify requirements for alternative communication channels that may be used.
3. **Where does this information come from?**
   Again, an apparently simple question that can elicit surprisingly complex answers. Our aim is to identify the databases and data sources for the information required but different stakeholders may actually acquire comparable information from different sources. The question can often reveal duplication and overlap in the information maintained by organizations.

4. **What information is generated and recorded in the discharge of this responsibility and why?**
   This question tries to tease out what information is created by an agent who holds responsibility and the rationale for the information creation. This helps us identify requirements for storing that information and for maintaining meta-data for that information (who created, when created, etc.).

5. **What channels are used to communicate this recorded information?**
   As above, we are interested in communication problems that may arise and backup requirements.

6. **What are the consequences if the information required is unavailable, inaccurate, incomplete, late, early?**
   Problems of information availability are common in multi-organizational systems. Here we are specifically interested in trying to derive ‘coping’ requirements which allows the system to continue in effective operation when things go wrong. We have developed an approach based on HAZOPs [7], which we have discussed in some detail in a separate paper [8].

These questions are not formulaic – they are interpreted by the requirements engineering depending on local circumstances and the people being interviewed. Their purpose is to structure the discussion between a requirements engineer and system stakeholders. Typically, they lead to further questions and discussion about how stakeholders discharge their responsibilities. We expect the requirements engineer to deliver the results of that discussion in a form that is appropriate for the type of system being developed. This could be natural language requirements, diagrams or tables or even user stories.

### 6 Case Study – Emergency Coordination System

To illustrate the derivation of requirements from responsibilities, we use an example of a system that helps coordinate the responses of the different agencies that are involved in dealing with civil emergencies. In the UK (and we understand elsewhere), the emergency services each have their own command and control systems and they do not think that it is appropriate to integrate these into a single system for all of the emergency services. Systems from other agencies may also be required to support emergency coordination. These might include systems from government agencies, such as the environment agency for flood management, and systems from local and regional government that maintain information about the local area.
Therefore, the coordination system is primarily an information management system that draws information from other systems and databases. It serves a variety of different stakeholders - emergency service staff working at the site of the emergency, emergency service coordination and planning officers, press officers, local government officers, and so on.

We will focus in this case study on the information requirements for the evacuation of premises in an area that is threatened by flooding. The information here is drawn from an analysis of a flooding emergency in the north-west of England in 2005.

Figure 4 shows the responsibility model for area evacuation. Some terminology here may need to be explained:

1. Silver command is the command centre that is set up to deal with the emergency and is responsible for strategic decision making. It is located in a pre-allocated, networked control room. Officers from the different services are involved in Silver Command. It is generally located away from the source of the emergency and communicates by radio and telephone with the on-site command centre (Bronze Command).

2. In England, there are two levels of local government at the district level (District Council) and at the regional level (County Council). The allocation of functions to District and County councils is historical.

Given situation information such as the current and predicted level of local rivers and weather forecasts, Silver Command carries out a risk analysis and on the basis of that analysis may decide that an area should be evacuated (Initiate Evacuation). This is a legal decision that results in the handover of certain powers to the emergency services, such as the right to remove people from their homes, and this must be agreed by all of the services. Evacuation then proceeds (the dashed arrow in Figure 4 means...
that these responsibilities are discharged in sequence). The police are responsible for coordination and the maintenance of security and the fire service are responsible for search and rescue operations if these are required. The district council arranges transport for evacuees but the county council is responsible for setting up safe places (reception centres) to which the evacuees are taken.

Notice that the responsibility to collect information about evacuees has no agent associated with it. This is an omission in the emergency plan that we discovered when we drew up the responsibility model. This highlights one of the key benefits of responsibility modeling – it serves to expose responsibility vulnerabilities that may lead to a failure to discharge the responsibility.

Figure 4 also illustrates another characteristic of responsibility models – they may be incomplete. In this case, we do not show any resources that may be used in the discharge of a responsibility. This means that we do not need to clutter a diagram with unnecessary information before using that diagram and that we can proceed with modeling even when information is incomplete.

By asking the questions identified above, we can discover the information that is required and produced as part of evacuation coordination. This is presented in a tabular form in Tables 1 and 2. Table 1 documents the information that is required to discharge the responsibility. Table 2 documents the information generated.

### Table 1. Information used in the discharge of the evacuation responsibility

<table>
<thead>
<tr>
<th>Information required</th>
<th>Source</th>
<th>Communication channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area map</td>
<td>County council</td>
<td>Radio data link to printers in local command centre</td>
</tr>
<tr>
<td>Priority premises list</td>
<td>District Council</td>
<td>Radio data link to printers in local command centre</td>
</tr>
<tr>
<td>Assembly points list</td>
<td>District Council</td>
<td>Radio data link to printers in local command centre</td>
</tr>
<tr>
<td>Evacuated premises</td>
<td>Police, Fire Service</td>
<td>Radio from Silver Command</td>
</tr>
<tr>
<td>Unsafe routes</td>
<td>Police</td>
<td>Radio from Silver Command</td>
</tr>
<tr>
<td>Threat information</td>
<td>Environment agency</td>
<td>Radio from Silver Command</td>
</tr>
<tr>
<td>Transport capacity and availability</td>
<td>District Council</td>
<td>Radio from Silver Command</td>
</tr>
<tr>
<td>Police and other emergency service availability</td>
<td>Police, other services</td>
<td>Radio from Silver Command</td>
</tr>
</tbody>
</table>

The priority premises list is a list of premises, such as schools and care homes, where the occupants cannot be expected to evacuate themselves. The evacuation involves local residents going to local assembly points from which they are transported to a place of safety. Unsafe routes are those routes that must be closed off by the emergency services because they are already flooded or in imminent danger of flooding.
We have found that it is important to maintain information about the communication channels that are used. Communications are often a problem in emergency management so it is important to check that backup channels are available. In addition, the system being developed automatically generates and sends messages and so it is important to have information about how these should be transmitted.

**Table 2.** Information recorded in the discharge of the evacuation responsibility

<table>
<thead>
<tr>
<th>Information created/recorded</th>
<th>Channels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information about evacuated premises, evacuation time and units responsible for evacuation</td>
<td>Radio or verbal report from ground units to local Bronze Command. Email or fax to Silver Command if available, otherwise radio.</td>
</tr>
<tr>
<td>Information about unchecked premises</td>
<td>Radio or verbal report from ground units to local Bronze Command. Email or fax to Silver Command if available, otherwise radio.</td>
</tr>
<tr>
<td>Information about unsafe routes</td>
<td>Radio or verbal report from ground units to local Bronze Command. Email or fax to Silver Command if available, otherwise radio.</td>
</tr>
</tbody>
</table>

A critical part of the questioning process is the analysis of the consequences if information is not available as expected. We assess these consequences when the information required is unavailable, inaccurate, incomplete, delivered late or early? For example, consider the information relating to the list of priority premises to be evacuated:

1. **Information unavailable.** A manual premises check is required to see if there are vulnerable people who need help with evacuation. Evacuation delayed and additional effort required.
2. **Information inaccurate.** Again, a manual premises check may be required. There may be delay in evacuating vulnerable people and vulnerable people may not left behind.
3. **Information incomplete.** Delay in evacuation.
4. **Information late.** Information has to be communicated to units in the field by radio rather than to local coordination centre. This is time consuming and less reliable than written communications with Bronze Command.
5. **Information early.** No consequence.

The information on ‘information hazards’ may then be used as a basis for defining requirements for mitigation strategies that lessen the consequences of subsequent failure. We see examples of these in the requirements shown in the following section.

### 6.1 System Requirements

After the information about the information used by and generated by stakeholders has been collected, it is then the responsibility of the requirements engineer to generate system requirements in an appropriate form. If a formal requirements
document is to be produced, this is likely to be a mix of natural language requirements and tables; if the requirements are expressed less formally, then tables such as Table 1 and Table 2, along with relevant commentary may be all that is required.

We show a subset of natural language requirements for an emergency response coordination system (ERCS) along with the rationale for these requirements below. These have been derived from the information documented in Tables 1 and 2.

1. The ERCS shall be able to import information from the District Council planning system, the Police emergency system and the Fire Service emergency system. (Different types of information needs to be shared and this allows for information transfer between agencies).

2. All information to be imported shall be available in either XML format or in PDF. (This is intended to minimize the problems of importing information from different databases).

3. The ERCS shall maintain its own list of priority premises to be evacuated for each town in the local area. This shall be updated by the local council when the coordination centre is established from the council’s list. (This is a critical asset for evacuation. The premises list is normally maintained by the local government authority but may not be immediately available outside of normal working hours; While an older list may be out of date, it is better than nothing).

4. The ERCS shall maintain a list of premises evacuated along with the time of evacuation and the units involved in the evacuation. (This allows units involved in the evacuation to be coordinated and maintains an audit trail of who did what and when).

5. The ERCS shall notify all liaison officers of new information about the threat situation as it becomes available. (Different services may respond differently to changes in the threat situation e.g. local government staff may withdraw from a situation because they are not equipped to deal with search and rescue).

6. Alerts that threat information has changed should be displayed on all user screens and should be sent by SMS to all liaison officers (Threat information is critical and should be sent on multiple channels. SMS can reach officers when they are not at their desk).

7. ERCS operators should be able to update the Area Map with information about unsafe routes, without the need to access the source data for that map (This allows maps to be distributed to emergency services but does not require operators to have access to the Council GIS).

8. If information on evacuated premises is not available, the ERCS shall request the information from the Police liaison officer and send an SMS alert that this information has been requested. (The Police are responsible for collecting this information and the Police liaison officer is then responsible for initiating a manual premises check if this is required).

9. The ERCS shall maintain a list of all unchecked premises and shall automatically update this when information on evacuated premises is updated. (If premises have been evacuated, they are no longer unchecked. This partially mitigates problems due to delays in updating the unchecked premises list).
10. Transcripts of all incoming radio communications shall be maintained in the ERCS along with the time of these communications and the identifier of the source of the message (This is required for auditing purposes if problems are subsequently reported).

7 Related Work

The notion of using models of responsibility to support the requirements engineering process was first suggested by Dobson and Strens [8]. This was part of the ORDIT project [9, 10], which focused on organizational issues in software engineering. The work on requirements here was mostly concerned with what they termed ‘organizational requirements’ – requirements that are derived from organizational factors such as the power and authority relationships between people and departments in an organization.

Working in conjunction with Sommerville and others [11, 12], Dobson continued the work on responsibility models and documented this in a series of papers, which were published in a book that he co-edited with Dewsbury [13]. These were the basis for our own work on responsibility modeling where we have been concerned with responsibilities and system dependability and models of responsibility in virtual organizations [14, 15, 16].

Responsibilities are an example of an abstraction that is clearly located in the world of system stakeholders rather than a technical abstraction such as an object or system function. The most closely related alternative abstraction to responsibility that has been proposed is the notion of a goal. A goal is seen as something that an agent is trying to achieve and goal-based approaches to requirements engineering such as i* and KAOS are intended to expose high level dependencies between the goals associated with agents in a given system [17, 18, 19].

Sub-goals may be derived from higher level objectives and assigned to agents for completion. Goals are achieved through the achievement of some or all sub-goals. Relationships between sub-goals express the possible ways in which the super-goal may be achieved. Analysis of such models can examine, for example, whether a super-goal may fail due to the failure of a single sub-goal (brittleness), or whether a particular agent has been overloaded with too many goals to achieve.

We argue that the key benefit of using responsibilities rather than goals comes from the naturalness of the abstraction. Goals, in the sense of something that is to be achieved, have 3 main problems:

1. The goals of individuals are usually internalised and people find these very difficult to articulate. This is particularly true in professional roles where the work to be done is left to the discretion of the individual.
2. Many, perhaps most organizations, do not have a coherent set of organizational goals and, where they do, it cannot be assumed that goals set by management are actually shared by the people in the organization.
3. The goals of individuals in an organization may be focused on personal advancement and this may, in fact, conflict with organizational goals.
In a review of research on goal-oriented approaches, Lapouchnian [20] rightly states “Identifying goals is not an easy task”. He has found, in practice, that goals are normally derived from other information that is discovered from stakeholders rather than articulated directly from them.

8 Conclusions

The modeling approach proposed here, based on the responsibilities that have been assigned to agents in an enterprise, has been found to be useful in supporting the elicitation of ‘information requirements’. We argue that for enterprise systems, which are systems of systems it is more appropriate to focus on the information required and created by system stakeholders rather than the behavioural characteristics of a system.

The key benefits of using responsibilities and responsibility models in this context are:

1. **Naturalness:** can stakeholders without experience of requirements engineering relate to the approach? The notion of responsibility and responsible behaviour is widely used in everyday discourse so people can readily discuss their responsibilities in some situation. The questions used to discover information requirements relate directly to the stakeholder’s job and are therefore easy to understand.

2. **Scalability:** Can the approach be used with real rather than simple example systems? The problem with many RE methods is that they have been developed using relatively simple systems and when scaled up, unmanageable volumes of information are created. Our development has always relied on real system examples and we are confident that our approach scales – for example, we have developed responsibility models of 300-page emergency plans.

3. **Complementarity:** can the approach be used alongside other requirements engineering methods? Responsibility models offer a different perspective from the behavioural perspective used in other methods so there are no problems in practice in using these together.

There are practical and methodological problems in attempting to compare requirements engineering methods, which mean quantitative comparative evaluation is unreliable. Furthermore, comparison of methods is not the same as comparison of outcomes. Method A may be better than method B at eliciting requirements but until a system has been implemented and put into use, we really don’t know if these requirements meet the needs of the system stakeholders.

Therefore, we cannot and do not claim here that the use of responsibility models in the RE process necessarily leads to the discovery of ‘better’ requirements. All we can say is that responsibilities are a good way of stimulating requirements discussions and this, we believe, increases the chances that the requirements are likely to be appropriate.

Responsibility models provide a technology-independent perspective on complex systems of systems, where the components are already in existence. We have explored how these models may also be used in the systems design phase [21]. In this...
work, we have found the need to enhance these models with the notion of a capability – a set of competences and resources – that defines the responsibilities that could be assigned to a system. This work is still at an early stage but it points the way to how responsibilities and capabilities could be used to support system of systems design.
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Abstract. Model checking is a powerful and widespread technique for the verification of finite state concurrent systems. However, the main hindrance for wider application of this technique is the well-known state explosion problem. In [16], we proposed an incremental and compositional verification approach where the system model is partitioned according to the actions occurring in the property to be verified and where the environment of a component is taken into account. But the verification at each increment might be costly. On the other hand, Symbolic Observation Graphs provide a compact analysis means for LTL\(\backslash X\) properties. We have shown a purely modular construction of these in [15]. Therefore, in this paper, we combine both techniques to benefit from their pros. Also, we propose a novel approach for incrementally checking the validity of the counter-example.

1 Introduction

Model checking is a powerful and widespread technique for the verification of finite state concurrent systems. However, the main hindrance for wider application of this technique is the well-known state explosion problem. Modular and compositional approaches to verification are promising to tackle this problem. They are based on the “divide and conquer” principle and aim at deducing the properties of the system from those of its components analysed in isolation.

In [16], we proposed an incremental and compositional verification approach where the system model is partitioned according to the actions occurring in the property to be verified and where the environment of a component is taken into account using the linear place invariants of the system. The first component contains only the actions occurring in the formula, and each newly added component is obtained based on the neighbourhood of those already analysed.

However, the verification at each increment might be costly. On the other hand, Symbolic Observation Graphs (SOGs) [9,17] provide an abstraction-based approach leading to a compact representation of the system’s state space graph, and allowing for the analysis of properties expressed using LTL\(\backslash X\) (Linear Time
Logic \([20]\), from which the “next operator” has been removed). We have shown a purely modular construction of these in \([15]\).

Therefore, in this paper, we combine both techniques to benefit from their advantages. Since, it has been empirically shown that breaking up a system is a difficult task (see for instance \([5]\)), we assume here that the system is already given as a set of components sharing global actions. In order to use an approach derived from \([16]\), either all actions of the formula belong to a single component, or we compose all those containing such actions, to start with. Note that \([16]\) considered Petri nets models, whereas the technique is here generalised to Labelled Transitions Systems (LTSs). In general, the LTS and a counterexample can be derived on-the-fly as long as an initial state and a transition relation are provided.

Related Work. During the last 20 years, many researchers have worked on the use of abstraction and/or modularity to tackle the explosion problem of model-checking properties on concurrent systems. On one hand, modularity refers to a wide range of techniques that make use of the fact that components have some intrinsic behavior of their own. Each component (subpart) of the global system is verified separately and the behavior of the main system is deduced from the behaviors of its components (see, e.g. \([22,4]\)). Among modular techniques, authors of \([18]\) present algorithms to exploit the modular analysis in the determination of reachable states with specified partial markings, to determine possible deadlocks, both global and local, and also liveness. The idea there was to start from a system designed in a modular way and construct the state space of the complete system in a similar way: one local state space per module and a synchronization graph showing their interactions. The technique was applied to a problem of controller design, where some of the actions could be controlled and others not. The approach advocated was also to lift these actions to the global (i.e. synchronization) level, so that both synchronized and controllable actions are visible in the synchronization graph and only there. Another related paradigm is compositional state space verification \([26]\). In this paradigm, systems are specified as a parallel composition of subcomponents, and the state space of the full system is computed from the state spaces of the subcomponents. Moreover, the state spaces of subcomponents can be replaced by smaller and behaviourally equivalent state spaces before constructing the state space of the full system. Authors use methods and models considering actions in the context of synchronised communicating systems.

On the other hand, abstraction-based techniques aim to build an abstract model of the system by getting rid of some of its irrelevant parts so that the analysis can be achieved on the abstract model instead of the original system. Depending on the property to be checked, the abstract model can either completely characterize the system, or represents a super set of its possible behaviors. In the first case, the abstraction satisfies the formula if and only if the original system does (e.g. \([25,21,17,17]\)). In the second case, only a sufficient condition exists (i.e. if the abstract model is error-free, then so is the original system). Thus, when the abstract model does not satisfy the property, one can not decide about
the verification result on the original system (e.g. \cite{13}). Counterexample-driven abstraction refinement techniques (e.g. \cite{13,24,10}) come with an iterative approach to face this weakness: when the abstract model does not satisfy the property, an abstract counterexample is automatically supplied and we check whether it corresponds to a concrete counterexample in the system. If this is the case, we conclude that the system does not satisfy the property. Otherwise, we start over using a new abstract model. In \cite{10} as in the approach presented in this paper, the abstract model used in one pass is obtained using the one computed in the previous pass, while in \cite{3,24,1,6} the abstract model is constructed from scratch and the new one is model-checked.

The approach we present in this paper has the advantage to combine modularity and counter-example abstraction refinement for the verification of temporal properties (generic properties, e.g. deadlock freeness, can also be considered in a similar way).

Benefits and Originality of the Approach. The approach presented in this paper enjoys several advantages. Firstly, SOGs are computed locally. This favours reuse of modules since once the SOG is computed, it can be used in another environment without need of calculating it again. Moreover, for confidentiality issues, a SOG showing only global actions can be provided instead of the module itself, thus hiding the details of the internal functioning to external users, and favouring the use of “black box” (or “gray box”) modules. The verification process is incremental at all stages: not only the formula verification but also checking the counterexample. Thus, the whole LTS does not always require a complete analysis, and the satisfaction of the property can be decided on-the-fly.

Even though the combination of both techniques from \cite{15} and \cite{16} is quite easy, it also leads to improvements. The definition of aggregates contains a more elaborate structure for detecting internal deadlocks, making things way easier at the composition stage. Moreover, the validation of counterexamples is also incremental, sticking to the spirit of the overall approach.

Outline. The paper is structured as follows: after preliminary definitions and notations in Section 2 the approach is introduced in Section 3. It defines the different steps as well as the associated model checking algorithm. Section 4 presents the application of our approach to case studies. Finally, Section 5 concludes and gives perspectives for future work.

2 Preliminaries

The technique presented in this paper applies to different kinds of process models that can map to labelled transition systems, e.g. Petri nets. The techniques addressed here are of particular interest for the analysis of workflow Petri nets (WF-nets) as shown in \cite{14}. For the sake of simplicity and generality, we chose to present it for labelled transition systems, since this formalism is well adapted to event-based approaches.
2.1 Labelled Transition Systems

Definition 1 (Labelled Transition Systems)
A labelled transition system (LTS for short) is a 4-tuple \( \langle \Gamma, \text{Act}, \rightarrow, I \rangle \) where:

- \( \Gamma \) is a finite set of states;
- \( \text{Act} \) is a finite set of actions;
- \( \rightarrow \subseteq \Gamma \times \text{Act} \times \Gamma \) is a transition relation;
- \( I \subseteq \Gamma \) is a set of initial states.

In this paper, we restrict the set of states \( \Gamma \) to those that are reachable from an initial state in \( I \). We distinguish observed actions, denoted by a set \( \text{Obs} \), from unobserved actions, denoted by \( \text{UnObs} \) (with \( \text{Obs} \cup \text{UnObs} = \text{Act} \) and \( \text{Obs} \cap \text{UnObs} = \emptyset \)). Observed actions include the set of actions occurring in an LTL formula to be verified and interface actions allowing for the synchronisation of two LTSs. Unobserved actions are the remaining ones. Therefore, unobserved actions can be seen as silent \( \tau \) actions.

In the sequel, we use the following notations:

- For \( s, s' \in \Gamma \) and \( a \in \text{Act} \), we denote by \( s \xrightarrow{a} s' \) that \( (s, a, s') \in \rightarrow \).
- If \( \sigma = a_1a_2 \cdots a_n \) is a sequence of actions, \( \sigma \) denotes the set of actions occurring in \( \sigma \), while \( |\sigma| \) denotes the length of \( \sigma \), and \( s \xrightarrow{\sigma} s' \) denotes that \( \exists s_1, s_2, \cdots s_{n-1} \in \Gamma : s \xrightarrow{a_1}s_1 \xrightarrow{a_2} \cdots s_{n-1} \xrightarrow{a_n} s' \).
- The set \( \text{Enable}(s) \) denotes the set of actions \( a \) such that \( s \xrightarrow{a} s' \) for some state \( s' \). For a set of states \( S \), \( \text{Enable}(S) \) denotes \( \bigcup_{s \in S} \text{Enable}(s) \).
- \( \pi = s_0 \xrightarrow{a_1}s_1 \xrightarrow{a_2} \cdots \) denotes a path of an LTS.
- \( s \not\Rightarrow \), for \( s \in \Gamma \), denotes that \( s \) is a dead state, i.e., \( \text{Enable}(s) = \emptyset \).
- \( \text{Reach}_{\text{UnObs}}(s) = \{ s' : s \xrightarrow{\sigma} s' \land \sigma \subseteq \text{UnObs} \} \) is the set of states that are reachable from a state \( s \) by unobserved actions only. For \( S \subseteq \Gamma \), \( \text{Reach}_{\text{UnObs}}(S) = \bigcup_{s \in S} \text{Reach}_{\text{UnObs}}(s) \).
- \( s \not\Rightarrow \), for \( s \in \Gamma \), denotes that no state of \( \text{Reach}_{\text{UnObs}}(s) \) enables an observed action, i.e., \( \text{Enable}(\text{Reach}_{\text{UnObs}}(s)) \cap \text{Obs} = \emptyset \). Conversely, \( s \Rightarrow \) denotes \( \neg(s \not\Rightarrow) \), i.e. there is a state in \( \text{Reach}_{\text{UnObs}}(s) \) enabling an observed action.
- A finite path \( C = s_1 \xrightarrow{\sigma} s_n \) is said to be a circuit if \( s_n = s_1 \) and \( |\sigma| \geq 1 \).

If \( \sigma \subseteq \text{UnObs} \) then \( C \) is said to be a livelock. If, in addition, \( s_1 \not\Rightarrow \) then \( C \) is called a strong livelock. Otherwise it is called a weak livelock.

If \( s \not\Rightarrow \) for \( s \in \Gamma \), only a dead state or a strong livelock are reachable from \( s \). In this paper we assume that a strong livelock behaviour is equivalent to a deadlock. These two behaviours are not distinguished and both are called deadlock. The reason for this is that if unobserved actions are local to a module, the system will somehow be stuck in this module, whatever the others’ behaviour.

2.2 Model Checking LTL Formulae

Checking LTL formulae on an LTS is reduced to analyse its maximal paths. A maximal path is either a finite path (leading to a terminal state) or an infinite one.
Since we observe a subset of the LTS’s actions, we distinguish the infinite paths where observed actions occur infinitely often from those where from some point, only unobserved actions occur infinitely often (called divergent paths). It is well known that preserving maximal paths suffices to preserve properties expressed using \(LTL^X\). This corresponds to the CFFD semantics \([12]\), which is exactly the weakest equivalence preserving \(LTL^X\). The usual solution in automata theoretic approaches to check LTL formulae on an LTS is to convert each of its finite paths (leading to a terminal state) to an infinite one by adding a loop onto its last state.

**Definition 2 (Maximal paths).** Let \(\mathcal{T}\) be an LTS and \(\pi = s_1 \xrightarrow{a_1} s_2 \xrightarrow{a_2} \cdots \xrightarrow{a_{n-1}} s_n\) a path of \(\mathcal{T}\). Then, \(\pi\) is said to be a maximal path if one of the following two properties holds:

- \(s_n \not\rightarrow\)
- \(\pi = s_1 \xrightarrow{a_1} s_2 \xrightarrow{a_2} \cdots s_m \xrightarrow{a_m} \cdots \xrightarrow{a_{n-1}} s_n\) and \(s_m \xrightarrow{a_m} \cdots \xrightarrow{a_{n-1}} s_n\) is a circuit.

**Observed Behaviour.** In the following, we define a particular mapping (called observed behaviour) applied to states of an LTS \(\mathcal{T}\). It will be established that it is the necessary and sufficient local information to be retained so that \(LTL^X\) properties can be checked on the composition of two processes.

**Definition 3 (Observed behaviour mapping).** Let \(\mathcal{T} = (\Gamma, \text{Obs} \cup \text{UnObs}, \to, I)\) be an LTS. The observed behaviour is progressively defined by:

1. \(\lambda_\mathcal{T} : \Gamma \to 2^{\text{Obs}}\)
   \(\lambda_\mathcal{T}(s) = \text{Enable}(\text{Reach}_{\text{UnObs}}(s)) \cap \text{Obs}\)
2. \(\lambda_\mathcal{T} : 2^\Gamma \to 2^{\text{Obs}}\)
   \(\lambda_\mathcal{T}(S) = \{\lambda_\mathcal{T}(s) \mid s \in S\}\)
3. \(\lambda_\mathcal{T}^{\text{min}}(S) = \{X \in \lambda_\mathcal{T}(S) \mid \exists Y \in \lambda_\mathcal{T}(S) : Y \subset X\}\).

Informally, the observed behaviour of a state \(s\), \(\lambda_\mathcal{T}(s)\), represents the set of observed actions which can be executed from \(s\), possibly via a sequence of unobserved actions. The observed behaviour is then extended to sets of states: the observed behaviour \(\lambda_\mathcal{T}\) of a set of states \(S\) is a set of sets of observed actions. This set contains the observed behaviour of the states of \(S\). Finally, \(\lambda_\mathcal{T}^{\text{min}}(S)\) is the minimal set of subsets (w.r.t. the set inclusion relation) of \(\lambda_\mathcal{T}(S)\).

The following proposition establishes that deadlock-freeness of an LTS can be deduced from computing the observed behaviour associated with its states.

**Proposition 1.** Let \(\mathcal{T} = (\Gamma, \text{Obs} \cup \text{UnObs}, \to, I)\) be an LTS. \(\mathcal{T}\) is deadlock-free if and only if \(\forall S \subseteq \Gamma : \emptyset \notin \lambda_\mathcal{T}^{\text{min}}(S)\).

Note that it is actually sufficient to check that, for all individual states \(s\), \(\lambda_\mathcal{T}(s) \neq \emptyset\). In Section 4, we will need to consider sets of states (instead of states), and this is the reason why Proposition 1 is needed in this form.
2.3 Synchronisation of LTSs

In the following, we define the synchronised product of two LTSs. The synchronised product of $n$ LTSs (for $n > 2$) can be built by iterative multiplication.

**Definition 4 (LTS synchronised product).** Let $T_i = \langle \Gamma_i, \text{Act}_i, \rightarrow_i, I_i \rangle$, $i = 1, 2$ be two LTSs. The synchronised product of $T_1$ and $T_2$ is the minimal LTS $T_1 \times T_2 = \langle \Gamma, \text{Act}, \rightarrow, I \rangle$ given by:

1. $\Gamma \subseteq \Gamma_1 \times \Gamma_2$;
2. $\text{Act} = \text{Act}_1 \cup \text{Act}_2$;
3. $\rightarrow$ is the transition relation, defined by:
   \[
   \forall (s_1, s_2) \in \Gamma : (s_1, s_2) \xrightarrow{a} (s'_1, s'_2) \iff \\
   \begin{cases} 
   s_1 \xrightarrow{a} s'_1 \land s_2 \xrightarrow{a} s'_2 & \text{if } a \in \text{Act}_1 \cap \text{Act}_2 \\
   s_1 = s'_1 \land \text{Act}_1 \setminus A \text{ct}_2 & \text{if } a \in \text{Act}_1 \setminus \text{Act}_2 \\
   s_2 = s'_2 & \text{if } a \in \text{Act}_2 \setminus \text{Act}_1 
   \end{cases}
   \]
4. The set of states $\Gamma$ contains all (and by minimality only) reachable states:
   \[
   \Gamma = \{(s_1, s_2) \in \Gamma_1 \times \Gamma_2 | \exists (i_1, i_2) \in I_1 \times I_2, \exists \sigma \in \text{Act}^*: (i_1, i_2) \xrightarrow{\sigma}(s_1, s_2)\};
   \]
5. $I = I_1 \times I_2$;

Note that the parallel operator for synchronisation is similar to Hoare’s classical alphabetised parallel operator for CSP, with the exception that $\tau$ actions are synchronised in our settings.

Every state of the synchronised product is a pair of states; the first component indicates the corresponding state of the first LTS; the second component indicates the one of the second LTS. Each LTS can still perform its own activities autonomously, i.e. only one component of the pair representing a state of the composed LTS is changed by such an action. For common activities, both components of the state are changed synchronously.

Consider the two examples of LTSs in Figure 1 (unobserved actions are denoted by $\tau$). The synchronised product of these two LTSs is an LTS containing 24 reachable states, depicted in Figure 2.

Recall that even if two LTSs are deadlock free, their synchronised product is not necessarily. Both LTSs in Figure 1 are deadlock free; however, in the synchronised product in Figure 2 the path $(s_0, s'_0) \xrightarrow{\tau}(s_0, s'_2) \xrightarrow{\tau}(s_1, s'_2)$ leads to the deadlock state $(s_1, s'_2)$.

**Notations.** Given $n$ LTSs $T_i$, for $i = 1 \ldots n$, we denote by $T_{(i, \ldots, k)}$, for $1 \leq i < k \leq n$, the LTS representing the synchronised product of the LTSs $T_i, T_{i+1}, \ldots, T_k$.

When $i = k$, $T_{(i, \ldots, k)}$ is denoted by $T_{(i)}$.

3 Approach

In this section we describe our incremental and modular approach for model checking LTL\(\setminus X\) properties. In order to counter the state space explosion problem we propose to abstract each LTS involved in the whole system by a SOG.
This allows for not considering local states, i.e. states \((s_1, s_2)\) that permit the execution of neither interface actions nor actions occurring in the formula to be checked. We recall the notion of Symbolic Observation Graph in Section 3.1 and the preservation of LTL\(\backslash\)X properties in Section 3.2. Then we present our approach on top of these notions in Section 3.3.

### 3.1 The Symbolic Observation Graph

The construction of the SOG corresponding to an LTS is guided by the set of actions occurring in an LTL\(\backslash\)X formula expressing a property to be checked. Such actions are said to be observed while the other actions of the system are unobserved. Previous results \([9,17]\) show that such a formula is satisfied by the LTS if and only if it is satisfied by the respective SOG. The SOG is defined as a graph where each node is a set of states linked by unobserved actions and each arc is labelled by an observed action. Nodes of the SOG are called *aggregates* and may be represented and managed efficiently using decision diagram techniques (BDDs, see e.g. \([2]\)). In practice, due to the small number of actions in a typical formula, the SOG has a very moderate size and thus the time complexity of the verification process is negligible in comparison to the building time of the SOG (see \([9,17,15]\) for experimental results). SOGs are used to abstract LTSs so that all internal behaviour is hidden. Additional information is attached to the aggregates so that the preservation of LTL\(\backslash\)X formulae still holds by composition. The observed actions are of two kinds: the actions occurring in the LTL formula to be checked, and the interface actions.

**Definition 5 (Aggregate).** Let \(\mathcal{T} = \langle \Gamma, \text{Act}, \rightarrow, I \rangle\) be an LTS with \(\text{Act} = \text{Obs} \cup \text{UnObs}\). An aggregate is a tuple \(a = \langle S, \lambda, l \rangle\) defined as follows:
1. $S$ is a nonempty subset of $\Gamma$ satisfying: $\text{Reach}_{\text{UnObs}}(S) = S$;
2. $\lambda = \lambda_{\text{min}}^{\text{T}}(S)$
3. $l \in \{\text{true, false}\}$; $l = \text{true}$ iff $S$ contains a weak livelock.

From now on, $a.S$, $a.\lambda$ and $a.l$ denote the corresponding attributes of a given aggregate $a$.

In the following definition, we inductively define a SOG associated with an LTS.

**Definition 6 (Symbolic Observation Graph).** A symbolic observation graph (SOG for short) associated with an LTS $\mathcal{T} = \langle \Gamma, \text{Obs} \cup \text{UnObs}, \rightarrow, I \rangle$ is a 4-tuple $\langle A, \text{Act'}, \rightarrow', I' \rangle$ where:

1. $A$ is a finite set of aggregates satisfying:
   - there is an aggregate $a_0 \in A$ with $a_0.S = \text{Reach}_{\text{UnObs}}(I)$, and
– if, for some \( a \in A \) and \( o \in \text{Obs} \), the set \( \text{Ext}(a, o) := \{ s' \notin a.S \mid \exists s \in a.S, s \xrightarrow{o} s' \} \) is not empty, then it is a pairwise-disjoint union of non-empty sets \( S_1 \ldots S_k \), and for \( i = 1 \ldots k \), there is an aggregate \( a_i \in A \) with \( a_i.S = \text{Reach}_{\text{UnObs}}(S_i) \);

2. \( \text{Act}' = \text{Obs} \);

3. \( \rightarrow' \subseteq A \times \text{Act}' \times A \) is the transition relation satisfying:

– if \( a \neq a' \) then \((a, o, a') \in \rightarrow' \) iff \( a'.S = \text{Reach}_{\text{UnObs}}(S') \) for some \( S' \subseteq \text{Ext}(a, o) \), and

– \((a, o, a) \in \rightarrow' \) iff \( \text{Reach}_{\text{UnObs}}(\{s' \in \Gamma \mid \exists s \in a.S, s \xrightarrow{o} s' \}) = a.S \);

4. \( I' = \{a_0\} \) (where \( a_0.S = \text{Reach}_{\text{UnObs}}(I) \)).

Note that Definition 6 does not guarantee the uniqueness of a SOG for a given LTS. In fact, it offers some flexibility for its implementation. In particular, the SOG can be nondeterministic even if the original LTS is not. It is clear that the canonical minimal SOG is obtained when the SOG is deterministic. Actually, one can take advantage of such nondeterminism to obtain smaller aggregates. Even if the SOG obtained in this way has more aggregates than a deterministic one, its construction might consume less time and memory.

This is different from, e.g. determinisation of a process or specification with unobserved actions hidden used in some model checkers.

Fig. 3. Two possible SOGs for the LTSs in Figure 1(a)

The two SOGs (a) and (b) of Figure 3 correspond to two possible SOGs associated with the LTS of Figure 1(a) page 289, while the SOG of Figure 4 is a SOG of the LTS of Figure 1(b). Let us explain the first two SOGs. The set of
observed actions is \{a, b, c\} and the unobserved actions are represented by the mute action \(\tau\). Each aggregate \(a\) is indexed with a pair \((a.\lambda, a.l)\). The left part \(\lambda\) is the observed behaviour associated with \(a\), and indicates whether \(a\) contains a deadlock state (viz. \(\emptyset \in a.\lambda\)). The symbol \(l\) (resp. \(\bar{l}\)) is used when \(a\) contains (resp. does not contain) a livelock. The first SOG (Figure 3(a)) is nondeterministic and the sets of states of the aggregates represent a partition of the LTS’s states. In this SOG, one can regroup \(a_1\) and \(a_2\) leading to the deterministic SOG (Figure 3(b)) where \(s_2\) and \(s_3\) belong to two different aggregates.

Preservation of LTL\(\setminus X\) Properties. The equivalence between checking a given LTL\(\setminus X\) property on the observation graph and checking it on the original LTS is ensured by the preservation of maximal paths. Thus, the symbolic observation graph preserves the validity of formulae written in classical LTL from which the “next operator” has been removed (because of the abstraction of the immediate successors) (see for instance [23,8]).

The following theorem establishes that checking an LTL\(\setminus X\) formula on an LTS can be reduced to check it on a corresponding SOG. It is easily proven by combining our definition of a SOG and results of [9].

**Theorem 1.** Let \(G\) be a SOG over a set of observed actions \(\text{Obs}\), corresponding to an LTS \(\mathcal{T}\). Let \(\varphi\) be a formula from LTL\(\setminus X\) on a subset of \(\text{Obs}\).

Then \(\mathcal{T} \models \varphi\) iff \(G \models \varphi\).

### 3.2 Composition of SOGs

Let us consider several LTSs which communicate synchronously. This section shows how to compose the SOGs of the individual LTSs so that the result is
isomorphic to some SOG of the composition of the original LTSs. Thus, the composition of SOGs is correct (with respect to LTL\(\neg X\) formulae) if and only if the composition of the original LTSs is correct. However, it is well known that deadlock-freeness is not preserved by composition (e.g. the two LTSs of Figure 1 are deadlock-free but their synchronised product in Figure 2 is not).

The computation of the observed behaviour associated with an aggregate \(a\) can be done using symbolic operations exclusively (BDD operations). Moreover, it is not necessary to explore all the states of the aggregate but only analyse the observed transitions and the states that enable these states (immediately).

From now on, an aggregate \(a\) is identified by two attributes \(a.l\) and \(a.\lambda\). Also, the set of states \(a.S\) of an aggregate \(a\) does not have to be stored explicitly within the aggregate. Once the SOG is built, it will not play any role in the composition process.

When composing several modules, a SOG corresponding to each module is computed locally and once and the obtained SOGs are then composed, leading to a new SOG. The observed behaviour and the livelock attributes of each aggregate of this SOG are deduced from those of the composed aggregates, as follows.

**Definition 7 (Product aggregate).** Let \(T_i = \langle \Gamma_i, \text{Obs}_i \cup \text{UnObs}_i, \rightarrow_i, I_i \rangle\), for \(i = 1, 2\), be two LTSs. Let \(G_1\) and \(G_2\) be SOGs corresponding to \(T_1\) and \(T_2\), respectively. Let \(a_i\) be an aggregate of \(G_i\). The product aggregate \(a = a_1 \times a_2\) is defined by:

1. \(a.l = a_1.l \lor a_2.l\)
2. \(a.\lambda = \{(x \cap y) \cup (x \cap (\text{Obs}_1 \setminus \text{Obs}_2)) \cup (y \cap (\text{Obs}_2 \setminus \text{Obs}_1)) \mid x \in a_1.\lambda, y \in a_2.\lambda\}\)

Deducing the weak livelock attribute of the product aggregate from the involved aggregates is rather trivial: there exists a livelock in the product aggregate \(a = a_1 \times a_2\) if and only if there exists a livelock in \(a_1\) or there exists a livelock in \(a_2\). Computing the observed behaviour \(a.\lambda\) requires some explanation. First note that the sets of observed actions \(\text{Obs}_1\) and \(\text{Obs}_2\) are not necessarily identical. When we compose \(a_1\) and \(a_2\), if \(a_1\) can progress in \(G_1\) by using local observed actions (i.e. actions that are observed in \(G_1\) but not shared by \(G_2\)), the product aggregate \(a\) should be able to do the same. If this is not the case, then \(a\) has to have the same behaviour as \(a_1\) and \(a_2\) conjunctively. In this way, the observed behaviour associated with a product aggregate is helpful to deduce whether the involved set of (pairs of) states contains a deadlock.

**Proposition 2.** Let \(T_1\) and \(T_2\) be two LTSs. Let \(T = \langle \Gamma, \text{Obs} \cup \text{UnObs}, \rightarrow, I \rangle\) be their synchronised product. Let \(G_1\) and \(G_2\) be SOGs corresponding to \(T_1\) and \(T_2\), respectively. Let \(a_1\) and \(a_2\) be two aggregates of \(G_1\) and \(G_2\), respectively, such that \(a = a_1 \times a_2\). Then \(\exists s \in (a_1.S \times a_2.S) \cap \Gamma : s \not\Rightarrow\) if and only if \(\emptyset \in a.\lambda\).

Given two SOGs \(G_1\) and \(G_2\), their synchronised product is a SOG \(G\). The synchronised product of two SOGs can be defined similarly to the synchronised product of two LTSs (Definition 4). The only difference is that we deal with aggregates
(carrying additional information) instead of states. Definition 6 allows for deducing the attributes of a product attribute \( a = a_1 \times a_2 \) from the attributes of \( a_1 \) and \( a_2 \). In particular, the observed behaviour computation allows to detect new deadlock situations, i.e. deadlocks due to the composition process.

For instance, the synchronised product between the SOGs of Figures 3(a) and 4 is a SOG (presented in Figure 5) containing three aggregates \((a_0, a'_0)\), \((a_2, a'_0)\) and \((a_1, a'_0)\) where the first two contain a deadlock. Indeed, by composing their observed behaviour we obtain the empty set as a member of the observed behaviour of the product aggregate.

The following theorem will be a basis for our approach. We give an informal illustration of this theorem in Figure 6.

**Theorem 2.** Let \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \) be two LTSs with synchronised product \( \mathcal{T} \). Let \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) be SOGs corresponding to \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \) with respect to observed actions \( \text{Obs}_1 \) and \( \text{Obs}_2 \) respectively. Let \( \mathcal{G} \) be the synchronised product of \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \). Then, \( \mathcal{G} \) is a SOG of \( \mathcal{T} \) with respect to the observed actions \( \text{Obs}_1 \cup \text{Obs}_2 \).

**Corollary 1.** Let \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \) be two LTSs with synchronised product \( \mathcal{T} \). Let \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \) be SOGs corresponding to \( \mathcal{T}_1 \) and \( \mathcal{T}_2 \) with respect to observed actions \( \text{Obs}_1 \) and \( \text{Obs}_2 \) respectively. Let \( \mathcal{G} \) be the synchronised product of \( \mathcal{G}_1 \) and \( \mathcal{G}_2 \). Then \( \mathcal{T} \models \varphi \) iff \( \mathcal{G} \models \varphi \).

**3.3 Verification Algorithm**

We suppose that a decomposition of the system \( \mathcal{T} \) into \( n \) LTSs \((\mathcal{T}_1, \ldots, \mathcal{T}_n)\), and an LTL\(\setminus\)X formula \( \varphi \) are given. We also suppose that this decomposition is such that all actions appearing within \( \varphi \) appear only in \( \mathcal{T}_1 \). If this is not the case, we compose all components containing such actions, so that such actions appear only in \( \mathcal{T}_1 \).
We give the general scheme of our approach in Figure 7. The main principle is that we will check $\varphi$ on the synchronisation of the SOGs corresponding to an iteratively growing number of LTSs. Starting with $i = 1$, we first check whether $\mathcal{T}_i \models \varphi$, viz. whether the first subsystem satisfies $\varphi$ (test “$\mathcal{T}_{1, \ldots, i} \models \varphi$” in Figure 7 with $i = 1$). If not, we then check the validity of the counterexample exhibited (test “valid ce” which will be explained below); if the counterexample is indeed valid, the global system $\mathcal{T}$ does not satisfy the property (“$\mathcal{T} \not\models \varphi$”). If the counterexample is not valid, or if the first subsystem satisfies $\varphi$, we go one step further (“$i \leftarrow i + 1$”) by considering the system obtained by composition of the first and the second subsystems. Note that the satisfiability test (test...
\( \mathcal{T}_{(1,\ldots,i)} \models \varphi \) with \( i = 2 \) is performed on the synchronised SOGs, and not on the LTSs, which is much more efficient (see [1]). Also recall that this is equivalent, by Corollary 1. This scheme is performed again iteratively until all subsystems have already been considered; in that case, if the composition of the \( n \) SOGs corresponding to the \( n \) subsystems satisfies the formula, then the whole system \( \mathcal{T} \) also satisfies the formula (\( \mathcal{T} \models \varphi \)).

Checking Validity of Counterexamples. Suppose that \( \mathcal{T}_{(1,\ldots,i)} \) does not satisfy \( \varphi \) and a counterexample \( \sigma \) has been found. Checking that \( \sigma \) is an actual counterexample (test “valid ce”) is performed by analysing the environment part of the system, i.e. \( \mathcal{T}_{(i+1,\ldots,n)} \). This can be achieved in an incremental way as well, as depicted in Figure 8. Let \( \sigma_k \) be the projection of \( \sigma \) on the actions shared by \( \mathcal{T}_{(1,\ldots,i)} \) and \( \mathcal{T}_{(i+1)} \). If \( \sigma_k \) is not an accepted run of \( \mathcal{T}_{(i+1)} \), then the counterexample is not valid. Otherwise, we iteratively check the validity of \( \sigma \) on the LTS \( \mathcal{T}_{(i+1,\ldots,k)} \), for \( k = (i + 2) \ldots n \). If all iterations show that the projection of \( \sigma \) (on the appropriate sets of actions) is an accepted run, then \( \sigma \) is a valid counterexample.

**Fig. 8.** Approach for checking validity of counterexamples

Advantages. The main interest of our scheme relies on the iterative composition of SOGs instead of LTSs (by Corollary 1). Furthermore, such SOGs are computed locally: one SOG corresponds to one LTS, independently of any information concerning neighbouring systems except their shared actions. As a consequence, one can reuse SOGs; even better, one can provide a SOG instead of an LTS, and thus allow for confidentiality (the original system is not provided, only its abstraction with respect to its neighbouring systems is). Similarly, refinement of
one subsystem is possible without re-verifying the whole system, as long as the
SOG of the refined subsystem is the same as the original one.

Also note that our scheme is more general than the one of [16] in the sense
that we do not give any assumption on the decomposition: we suppose for the
sake of simplicity that it is given a priori.

4 Case Study: The Clients/Servers Example

4.1 Description of the Model

Our approach based on an incremental and modular verification is illustrated
on the well known Clients/Servers problem. This is a distributed application
which partitions tasks between the providers of a service (called servers), and
the requesters of this service (called clients). Clients and servers communicate by
sending and receiving messages. This system can be modelled by a composition
of clients and servers LTSs depicted in Figure 4. Each client can issue service
requests by sending messages to any of the servers, and each server can provide
the service to the requesting clients, sending it an answer message.

When a client \( i \) is ready (state \( C\text{Ready}_i \)), it sends a message (action \( C\text{Send}^j_i \))
to a server \( j \) which is also in a ready state, \( S\text{Ready}^j \) (for sake of clarity, we
use subscript for clients and superscript for servers). The client is then in a
pending state (\( C\text{Wait}_i \)) waiting for a response from the server to move to the
ready state again by enabling \( C\text{Rec}^j_i \). Until then, the server is in a busy state
(\( S\text{Busy}^j_i \)) to proceed the received message, and then sends a response message
to the corresponding client before returning to its initial state.

Each client has an internal behaviour: After receiving message, the client
decrypts and verifies it according to its own rules (actions \( decrypt_i \) and
\( verify_i \)). If the message is valid, the client stores it in a local database (action \( store_i \));
otherwise, the client rejects it (action \( reject_i \)).

4.2 First Property

We are interested in checking whether the first client receives a response from
each server to whom it sends a message. This can be expressed by the LTL
formula \( \varphi_1 = \square(C\text{Send}^1_1 \Rightarrow \lozenge C\text{Rec}^1_1) \), where \( \square \) reads “always” and \( \lozenge \) reads
“eventually”.

We consider the case where the first client sends a message to server 1, and
receives a response from server 1; other cases can be obtained similarly. As
mentioned in the previous section, we propose to compose all components such
that all actions of the formula appear only in the first LTS (first client \( TC_1 \)): the
second client and the servers are denoted respectively \( TC_2 \), \( TS_1 \) and \( TS_2 \) so that
\( T = (TC_1, TS_1, TC_2, TS_2) = T_{\langle 1,2,3,4 \rangle} \). This case can easily be generalized to an
arbitrary number of servers and clients.
Step 1. In order to check the LTL formula $\varphi_1$ using our approach, we start with the first subsystem $\mathcal{T}_{C1}$. As we can see in Figure 9(a), we obviously have $\mathcal{T}_{C1} \models \varphi_1$ since once a message is sent to the first server (action $CSend^1_i$), this client eventually receives an answer from that server (action $CRec^1_i$). Let us verify this on the corresponding SOG, that we give in Figure 10(a). Observe that only the actions of $\varphi_1$ (viz., $CSend^1_i$, $CRec^1_i$, $CSend^2_1$ and $CRec^2_1$) are observable. It is straightforward to verify that $\varphi_1$ holds for this SOG.

Step 2. Following our approach in Figure 7, the second step is to synchronise SOGs associated with $\mathcal{T}_{C1}$ and the next subsystem (the first server component, viz. $\mathcal{T}_{S1}$). We give in Figure 11 the SOG of $\mathcal{T}_{S1}$, where only the actions of $\varphi_1$ (viz., $CSend^1_1$ and $CRec^1_1$) and the interface actions (viz. $CSend^2_1$ and $CRec^2_1$) are observable.

The obtained synchronised product of SOGs, denoted by $(\mathcal{T}_{C1}, \mathcal{T}_{S1})$, is represented in Figure 11. Note that, for the sake of clarity, we abbreviated some state names; for example, $CReady_1$ is abbreviated with $CR_1$, and $SRec^2_1$ is abbreviated with $SV^2_1$ ($V$ is used for $ReceiVe$, other letters are straightforward). For this subsystem, the formula holds, viz. $(\mathcal{T}_{C1}, \mathcal{T}_{S1}) \models \varphi_1$.

Step 3. We give the rest of the analysis with less details. The verification process is applied to the synchronised product by composing one more subsystem. We get the synchronised product of SOGs $(\mathcal{T}_{C1}, \mathcal{T}_{S1}, \mathcal{T}_{C2})$, that we do not represent here. It can be shown that the formula $\varphi_1$ is satisfied by this product.
Fig. 10. SOGs of Client 1 and Server 1 for $\varphi_1$

Fig. 11. Synchronised product of SOGs $T_{<1,2>}= (T_{C1}, T_{S1})$
**Step 4.** Then, we go one step further, and we perform the synchronised product of SOGs \((\mathcal{T}_{C_1}, \mathcal{T}_{S_1}, \mathcal{T}_{C_2}, \mathcal{T}_{S_2})\) (again, which is not given here). The formula is also satisfied by this product. Hence, the formula is satisfied by the whole system \(\mathcal{T}\).

With the earlier approach from [16], the whole system had to be analysed to prove that the property holds. In this case, the contribution of our modular and incremental approach using a counterexample is not visible. Nevertheless, the gain is obtained when checking the property on the synchronised product of subsystems’ abstractions (SOGs), so that the graph is smaller and the verification process is faster. Considering the LTSs instead of the SOGs would result in a much larger product. Even for the simple (non-synchronised) LTSs in Figure 9 their corresponding SOG (in Figure 10) is much smaller: compare a maximum of \(9 \times 7\) states (in the worst case) for the LTSs, with a maximum of \(4 \times 3\) for the SOG (actually 7, see Figure 11). This example confirms the first advantage of our approach which reduces the complexity of model checking.

### 4.3 Second Property

Let us now consider another property to verify: the first client has to alternate between the two servers at least once when sending messages. This property can be expressed by the LTL formula

\[
\varphi_2 = \Box (C_{Send_1}^i \Rightarrow \Diamond C_{Send_1}^j)
\]

with \(i \neq j\) and \(i, j \in \{1, 2\}\).

Let us consider the first component, viz. the SOG of the first client (given in Figure 10(a)). We immediately notice that \(\varphi_2\) is not satisfied, and a counterexample \(\sigma\) is deduced which is the infinite path composed by \((C_{Send_1}^1 C_{Rec_1}^1)\)\(^\infty\). Using our algorithm to check the validity of the counterexample (given in Figure 8), we can deduce that \(\sigma\) is a valid counterexample that can be run on \(\mathcal{T}_{<1,2>}, \mathcal{T}_{<1,2,3>}\) and \(\mathcal{T}_{<1,2,3,4>} = \mathcal{T}\). Therefore we can deduce that \(\mathcal{T} \not\models \varphi_2\). Hence, our counterexample-based approach is more efficient for checking a formula which is not satisfied by the system, because we could prove the non-validity of the formula directly from a single component.

### 5 Conclusion

We proposed here an incremental and compositional verification approach based on [16]. We improved that approach by incrementally verifying the counterexample on incremental partial decompositions of the LTS. Our approach has the following advantages. First, by composing the LTSs using SOGs [15], we strongly reduce the complexity of this verification when compared to monolithic verification. In the worst case, i.e. if the formula is indeed valid, we verify it on the whole set of LTSs; this remains much more efficient than monolithic verification, due to the use of SOGs. Second, it allows the verification of systems containing black box (or gray box) subsystems: if one does not want to provide some part of the system (e.g. due to confidentiality issues) one may still provide the corresponding abstraction under the form of its SOG, thus allowing verification without disclosing the precise implementation. This also allows for reusing
some components under the form of their SOG. Several issues can be investigated in the future: Given a decomposition $\langle T_1, \ldots, T_n \rangle$, we considered so far that the actions of the LTL formula $\varphi$ all appear in $T_1$ only (see Section 3.3). If these actions appear in further LTSs, one idea would be to decompose the formula in subformulae, as for instance in [16], each to be checked on the underlying sub-component. Also, we suppose that the decomposition of the system is already given. As done in [16], one can build a decomposition of the system which is guided by the formula to be checked.

An efficient implementation of our approach is ongoing. It will both strengthen the initial results on examples of moderate size and allow for comparing the approach developed here with the monolithic verification on the one hand, and with the approach of [16] on the other hand.
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Abstract. Compositional verification has long been regarded as an effective technique for extending the use of symbolic model checking to large, component-based systems. This paper explores the effectiveness of the technique for large-scale complex IT systems (LSCITS). In particular, we investigate how compositional verification can be used to reverify LSCITS safety properties efficiently after the frequent changes that characterise these systems. We identify several LSCITS change patterns—including component failure, join and choice—and propose an approach that uses assume-guarantee compositional verification to reverify probabilistic safety properties compositionally in scenarios associated with these patterns. The application of this approach is illustrated using a case study from the area of cloud computing.

1 Introduction

A variant of symbolic model checking termed compositional verification has proved particularly effective in extending the applicability of formal verification to large, component-based systems. This technique analyses the components of a system independently, and derives global system properties through verifying a composition of its component-level properties. The state-transition models verified in both steps of the technique are often orders of magnitude smaller than a monolithic model of the same system.

However, traditional compositional verification is less effective for a class of IT systems of growing practical importance, namely large-scale complex IT systems (LSCITS). LSCITS are affected by regular component failures, joins and departures, and by frequent modifications in environment and requirements. This continual change has the effect of quickly invalidating the result of any compositional verification, which is based on a set of models that are accurate for only a short period of time.

Recent research has used (quantitative) model checking techniques at runtime, to ensure that IT systems continue to comply with their requirements after
changes similar to those experienced by LSCITS [5, 6, 12, 17, 20, 24]. The approach proposed in this work involves monitoring the running system, and verifying an updated model of its behaviour whenever an environment or system change is identified. If the runtime verification confirms that the system continues to comply with its requirements, no further action is required. Otherwise, the verification results are used to guide a self-adaptation process through which the system adjusts its parameters to reinstate the compliance with its requirements. While the approach proved effective in applications ranging from dynamic power management [4, 11, 12] to quality-of-service optimisation in service-based systems [5, 6, 17], none of the systems in these applications was an LSCITS.

This paper presents the results of our work to integrate techniques from the areas of compositional verification and runtime model checking. We envisage that a successful integration of the two types of techniques will extend the benefits of our recent work on runtime model checking [5, 6, 8, 10, 12] to larger systems, and ultimately to certain classes of LSCITS.

The rest of the paper is organised as follows. In Section 2, we overview existing compositional verification techniques, focusing on the probabilistic assume-guarantee approach used in our work. In Section 3, we identify several LSCITS change patterns, and we explain how assume-guarantee compositional verification can be used to reverify compliance with safety properties incrementally in scenarios associated with these patterns. A running example from the area of cloud computing is used to illustrate these results throughout this section. Finally, Section 4 summarises the contributions of our work and discusses a number of future research directions.

2 From Monolithic to Compositional Verification

2.1 Running Example

We will illustrate the concepts and verification techniques discussed in the paper using the three-tier software service whose deployment on cloud infrastructure is depicted in Figure 1. Several instances of each of the three components (or functions) of this service—Web, Application and Database—are run on different virtual machines (VMs) that are located on four physical servers.

Note that while the system in Figure 1 is not a large system, it can be easily scaled up to become one by using standard cloud infrastructure functionality to increase the number of servers, virtual machines and “function” instances, potentially by many orders of magnitude. Indeed, some of the discussion later in the paper assumes this to be the case. Likewise, running a scaled-up version of the service across multiple cloud data-centres (an increasingly common practice for some users of cloud infrastructure [16, 33]) can augment the system with LSCITS-specific characteristics.
2.2 Background

Model checking a component-based system involves verifying if the parallel composition of \( n > 1 \) interdependent models of the system components and environment \( M_1, M_2, \ldots, M_n \) satisfies a set of requirements \( R \):

\[
M_1 \parallel M_2 \parallel \ldots \parallel M_n \models R. \tag{1}
\]

Each model \( M_i, 1 \leq i \leq n \), comprises a finite set of states \( S_i \) and a state transition relation \( T_i \subseteq S_i \times S_i \) with the property that for every state \( s \in S_i \) there is at least a state \( s' \in S_i \) such that \( (s, s') \in T_i \). The states in \( S_i \) correspond to possible states of the modelled real-world component or environment element, and \( T_i \) encodes the possible transitions between these states. A labelling function \( L_i : S_i \rightarrow AP_i \) is used to associate each state with a set of atomic propositions that are true in that state, and \( s_i^0 \in S_i \) denotes the initial state of \( M_i \). Formally,

\[
M_i = (S_i, s_i^0, T_i, L_i), \quad 1 \leq i \leq n, \tag{2}
\]

is termed a Kripke structure over the set of atomic propositions \( AP_i \).

The requirements \( R \) are formulae defined over \( \bigcup_{i=1}^n AP_i \) and expressed in extensions of propositional logic that support reasoning about the timing of events in the system. These temporal logics are used to specify desirable sequences of transitions between system states without referring to time explicitly. In particular, temporal logic formulae can specify safety properties (e.g., “the server failure state is never entered”) and liveness properties (e.g., “the VM is eventually migrated to an operational server”).

These concepts are illustrated in Figure 2 which depicts a model of a single physical server from our running example from Figure 1. We assume that the server has initially \( N_{DISK} \) disks, \( N_{CPU} \) CPUs and \( N_{MEM} \) memory blocks that are operational, but that each of these components can fail over time. To ensure that such component failures do not lead to failures of the VMs running on the
Fig. 2. State transition model of a physical server. The states labelled with the atomic proposition \textit{detect} are reached if multiple component failures render the server “unsafe” and the failure detection mechanism operates correctly. For our running example, the server is deemed unsafe when it is left with only two disks or one CPU or two memory blocks that are operational.

To keep the model small, the first two types of state transitions are included for a component only when the failure or correct operation of that component has an impact on the safety properties that we are interested in. For instance, state \( s_2 \) is reached if at least one of the disks remains operational throughout the considered time period. Therefore, the model does not include any transitions leaving \( s_2 \) or a state reachable from \( s_2 \) and modelling the failure or correct operation of a
disk; and all these states are labelled with the atomic proposition “disks > 0”. Choosing the right level of abstraction for the model in this way is essential in order to reduce the size of its state space.

The safety property “it is never the case that the failure of all disks or all CPUs or all memory blocks is not detect-ed” can be expressed formally using the G (globally) and U (until) linear-time temporal logic (LTL) operators:

$$G[\neg(\neg detect \ U disk = 0 \lor cpu = 0 \lor mem = 0)].$$

This property is satisfied by the server model if and only if the state transitions represented with dotted lines in Figure 2 are not present. We make this observation by examining every single path (i.e., sequence of transitions) from the initial state $s_0$ to the state labelled with the atomic proposition “$disk = 0 \lor cpu = 0 \lor mem = 0$”, and noting that it includes a state labelled “detect” if and only if the dotted-line transitions are not part of the model.

Various modelling formalisms support the verification of reliability, performance and cost-related properties by additionally annotating the model transitions and/or states with probabilities, transition rates and costs/rewards, respectively. For instance, annotating the state transitions from our server model in Figure 2 with probabilities allows the verification of probabilistic safety properties such as “the probability that the failure of all server components of the same type is detected is at least 0.999”. This property can be expressed formally in probabilistic computation tree logic (PCTL) as

$$P_{\geq 0.999}[G[\neg(\neg detect \ U disk = 0 \lor cpu = 0 \lor mem = 0)]]$$

where P is the probabilistic PCTL operator.

Finally, component interactions are modelled by annotating the state transitions of the models $M_i = (S_i, s_0^i, T_i, L_i)$ from $\mathbb{2}$ with actions from an action alphabet $\alpha_i$, $1 \leq i \leq n$. When a transition $(s, s') \in T_i$ is annotated with action $a \in \alpha_i$, it can be taken when model $M_i$ is in state $s$ only at the same time with an $a$-annotated transition in every other model $M_j \neq M_i$ whose action alphabet also includes $a$, $1 \leq j \leq n$.

Figure 3 shows a variant of the server model in which transitions are annotated with both probabilities and actions. The former support the verification of the probabilistic safety property $\mathbb{4}$. The latter enable the modelling of the interaction between the server and the other components of the system in Figure $\mathbb{1}$ e.g., through the parallel composition of the server model $M_{server}$ with the model $M_{web+app}$ of the two Web and two App(lication) instances running on Server A or on Server B. This model (shown in Figure $\mathbb{4}$) comprises state transitions annotated with the actions “server-down”, “warn” and “server-up” that also belong to the action alphabet for the server model. The $M_{web+app}$ state transitions corresponding to the actions shared between the two models are not annotated with probabilities like all the other $M_{web+app}$ state transitions, as these probabilities depend on the server behaviour and are unknown until the two models are composed.

The way in which we established the safety property $\mathbb{3}$ by examining every path starting at the initial state $s_0$ of the model in Figure 2 is applicable only
Fig. 3. Model \( M_{\text{server}} \) for the running example: annotating the state transitions of the server model with probabilities and actions enables the verification of probabilistic safety properties and the modelling of component interactions, respectively.

to models that are relatively small or have a particularly regular structure. Advanced model checking techniques including symbolic model checking and partial order reduction overcome this limitation by avoiding the exhaustive enumeration and analysis of all such paths through the model.

2.3 Compositional Verification

Even though symbolic model checking extends the applicability of formal verification to some very large models, this is still insufficient for many models associated with today’s IT systems. A complete model of our service from Figure 1, for instance, requires the parallel composition of:

- Four instances of the server model \( M_{\text{server}} \) from Figure 3 (one for each of Servers A, B, C and D). These model instances—denoted \( M_{\text{server}A} \), \( M_{\text{server}B} \), \( M_{\text{server}C} \) and \( M_{\text{server}D} \)—are obtained from the model \( M_{\text{server}} \) in Figure 3 by subscripting all its actions and atomic proposition parameters with \( A \), \( B \), \( C \) and \( D \), respectively (e.g., \( \text{server\_down}_A \) or \( \text{disk}_B \)).

- Two instances of the “Web-Application” model \( M_{\text{web+app}} \) from Figure 4 (corresponding to the web and application instances deployed on Server A and Server B, and denoted \( M_{\text{web+appA}} \) and \( M_{\text{web+appB}} \)).

- Two instances of the “Database” model \( M_{\text{db}} \) from Figure 5 (\( M_{\text{dbC}} \) and \( M_{\text{dbD}} \), corresponding to the Database instances on Servers C and D, respectively).

- The three-tier architecture model \( M_{\text{service}} \) from Figure 6.

We implemented this composition as a monolithic model

\[
M = M_{\text{server}A} \parallel M_{\text{server}B} \parallel M_{\text{server}C} \parallel M_{\text{server}D} \parallel M_{\text{web+appA}} \parallel M_{\text{web+appB}} \parallel M_{\text{dbC}} \parallel M_{\text{dbD}} \parallel M_{\text{service}} \quad (5)
\]
Fig. 4. Model $M_{\text{web+app}}$ for the running example: the two Web and the two App(lication) instances on Server A or B are down at the end of the analysed time period if the server fails, the VM migration triggered by a warning is unsuccessful, or the VMs running them fail for the probabilistic symbolic model checker PRISM \cite{22}, and the tool ran out of memory when attempting to verify if the resulting 176,381,406,182,650-state model satisfied the property “the probability that the service fails within a one-year time interval is under 0.0005”.
This state explosion is avoided by compositional verification, a collection of techniques that increase the size of the (component-based) systems that can be model checked significantly. In its original form proposed in the seminal work of Pnueli [29], compositional verification involves establishing that the parallel composition of two models $M_1 \parallel M_2$ satisfies a global property $\mathcal{G}$ through verifying two premises independently. The first premise is that $M_2$ satisfies $\mathcal{G}$ when it is part of a system that satisfies an assumption (i.e., property) $\mathcal{A}$. The second premise is that $\mathcal{A}$ is satisfied by the remainder of the system (i.e., by $M_1$) under all circumstances. This can be expressed formally as a proof tree by using Pnueli’s generalisation [29] of the Hoare triple notation [23]:

$$\langle \text{true} \rangle M_1 \langle \mathcal{A} \rangle, \langle \mathcal{A} \rangle M_2 \langle \mathcal{G} \rangle \leadsto \langle \text{true} \rangle M_1 \parallel M_2 \langle \mathcal{G} \rangle.$$ (6)

The technique is termed assume-guarantee reasoning, to distinguish it from other compositional verification approaches that have emerged more recently.

Given the importance of extending the applicability of model checking to larger systems, assume-guarantee reasoning has received significant attention from the research community [3,14,15,21]. In particular, assume-guarantee reasoning has been extended to probabilistic systems [27], enabling the compositional verification of probabilistic safety properties for parallel model compositions such as model (5) from our running example. The models used in this extension of the technique are probabilistic automata (PAs) [30] of the form

$$M_i = (S_i, s^0_i, \alpha_i, \delta_i, L_i).$$ (7)

As before, $S_i$, $s^0_i \in S_i$, $\alpha_i$ and $L_i$ represent a finite set of states, the initial state, the action alphabet and an atomic-proposition labelling function, respectively. However, the state transition relation $T_i$ from the definition of the Kripke model in [27] is replaced by a probabilistic state transition relation $\delta_i \subseteq S_i \times (\alpha_i \cup \{\tau\}) \times \text{Dist}(S_i)$, where $\text{Dist}(S_i)$ denotes the set of all discrete probability distributions over the state set $S_i$. The possible transitions from a generic state $s \in S_i$ to another state in $S_i$ are given by the set $\delta_i(s) = \{(s, a, d) \mid (s, a, d) \in \delta_i\}$. When the system is in state $s$, an element
(s, a, d) ∈ δ_i(s) is chosen nondeterministically, and the next state s’ is selected randomly according to the distribution d ∈ Dist(S_i). This characteristic of probabilistic automata is particularly useful for modelling LSCITS components, as illustrated in Figure 7 for a physical server from our running example.

The analysis of PA properties requires the resolution of its nondeterministic choices by means of adversaries, i.e., functions that map any finite path ending in a generic state s ∈ S_i to one of the discrete probability distributions in δ_i(s) or “decide” to remain in state s. Given the set of all adversaries Adv_i of a PA model M_i, we are typically interested in verifying a property related to the minimum and/or maximum probability of an event over all adversaries in Adv_i.
For the system in our running example, for instance, we want to establish that the PA version of the parallel composition $M$ in (5) satisfies $P_{\text{min}} \geq 0.9995 \left[ F \neg (\text{web} = 0 \lor \text{app} = 0 \lor \text{db} = 0) \right]$, namely that the minimum probability that none of the three service functions fails, over all possible adversaries of $M$, is at least 0.9995.

The core probabilistic assume-guarantee rule introduced in [27] is a probabilistic variant of (6):

$$\langle \langle \text{true} \rangle \rangle M_1 \langle A \rangle \geq p_1, \langle A \rangle \geq p_1 M_2 \langle G \rangle \geq p_2, \langle \text{true} \rangle M_1 \parallel M_2 \langle G \rangle \geq p_2,$$

where, given a model $M$ and a probabilistic safety property $\langle X \rangle \geq p$, $M \models \langle X \rangle \geq p$ holds iff the minimum probability that $X$ is satisfied over all adversaries of $M$ is at least $p$. A probabilistic safety property $\langle X \rangle \geq p$ is specified by means of:

- A deterministic finite automaton (DFA) $X_{\text{err}} = (Q, \alpha_X, \delta_X, q_0, F)$ with the state set $Q$, alphabet $\alpha_X$, transition function $\delta_X : Q \times \alpha_X \to Q$, initial state $q_0$ and accepting states $F \subseteq Q$. The finite words accepted by $X_{\text{err}}$ specify the sequences of actions associated with prefixes of paths that do not satisfy $X$.

- The rational probability bound $p$.

Consider, for instance, the server model $M_{\text{server}}$ from Fig. 3, its action alphabet $\alpha_{\text{server}} = \{\text{disk\_op}, \text{cpu\_op}, \text{mem\_op}, \text{detect}, \text{warn}, \text{server\_up}, \text{server\_down}\}$, and let $\langle A_1 \rangle \geq 0.999$ be the probabilistic safety property from eq. (4). The DFA $A_{\text{err}}$ and its regular language $L(A_{\text{err}})$ of “bad prefixes” are shown in Fig 8(a).
Given the DFAs $A^{\text{err}}$ and $G^{\text{err}}$ for the assumed and guaranteed probabilistic safety properties in the proof rule (9), the verification of its two premises is carried out as follows [27]:

- To verify $\langle \text{true} \rangle M_1 \langle A \rangle \geq p_1$ quantitatively, the parallel composition of $M_1$ and $A^{\text{err}}$ is model checked to obtain $1 - p_1$, the maximum probability of reaching the (undesirable) accepting states of $A^{\text{err}}$, over all adversaries of $M_1$.
- To verify $\langle A \rangle \geq p_1 M_2 \langle G \rangle \geq p_2$, $M_2$ is composed with both $A^{\text{err}}$ and $G^{\text{err}}$. Because the satisfaction of $A$ with probability $p_1$ and of $G$ with probability $p_2$ must be analysed together, a technique called multi-objective model checking [18] is then used. This technique produces $1 - p_2$, the maximum probability of

---

**Fig. 8.** Deterministic finite automata and regular expressions defining for the probabilistic safety properties from the running example
reaching the (undesirable) accepting states of $G^{err}$, under the assumption $\langle A \rangle \geq p_1$ and over all adversaries of $M_2$. These steps are described in detail in [27], and automated in the latest version of the probabilistic symbolic model checker PRISM [26].

To verify that model $M$ from eq. (8) satisfies the probabilistic safety property $\langle A \rangle$, we used the probabilistic assume-guarantee proof tree

\[
\langle \text{true} \rangle M_{serverA} \langle A_{1A}, A_{2A} \rangle \geq p_1, p_2 \\
\langle A_{1A}, A_{2A} \rangle \geq p_1, p_2, M_{web + appA} \langle A_{3A}, A_{4A}, A_{5A} \rangle \geq p_3, p_4, p_5 \\
\langle \text{true} \rangle M_{serverA} \parallel M_{web + appA} \langle A_{3A}, A_{4A}, A_{5A} \rangle \geq p_3, p_4, p_5, \quad (\ast)
\]

\[
\langle \text{true} \rangle M_{serverB} \langle A_{1B}, A_{2B} \rangle \geq p_1, p_2 \\
\langle A_{1B}, A_{2B} \rangle \geq p_1, p_2, M_{web + appB} \langle A_{3B}, A_{4B}, A_{5B} \rangle \geq p_3, p_4, p_5 \\
\langle \text{true} \rangle M_{serverB} \parallel M_{web + appB} \langle A_{3B}, A_{4B}, A_{5B} \rangle \geq p_3, p_4, p_5, \quad (\ast)
\]

\[
\langle \text{true} \rangle M_{serverC} \langle A_{1C}, A_{2C} \rangle \geq p_1, p_2 \\
\langle A_{1C}, A_{2C} \rangle \geq p_1, p_2, M_{web + appC} \langle A_{6C} \rangle \geq p_6 \\
\langle \text{true} \rangle M_{serverC} \parallel M_{web + appC} \langle A_{6C} \rangle \geq p_6, \quad (\ast)
\]

\[
\langle \text{true} \rangle M_{serverD} \langle A_{1D}, A_{2D} \rangle \geq p_1, p_2 \\
\langle A_{1D}, A_{2D} \rangle \geq p_1, p_2, M_{web + appD} \langle A_{6D} \rangle \geq p_6 \\
\langle \text{true} \rangle M_{serverD} \parallel M_{web + appD} \langle A_{6D} \rangle \geq p_6, \quad (\ast)
\]

\[
\langle A_{3A}, A_{4A}, A_{5A}, A_{3B}, A_{4B}, A_{5B}, A_{6C}, A_{6D} \rangle \geq p_3, p_4, p_5, p_3, p_4, p_5, p_6, p_6, M_{service} \langle G \rangle \geq p_7, \quad (\#)
\]

\[
\langle \text{true} \rangle M \langle G \rangle \geq p_7
\]

Notice that this proof tree represents a bottom-up reflection of the structure of the real-world system from Figure 1, where:

- the probabilistic safety properties $\langle A_{1A} \rangle \geq p_1$ to $\langle A_{1D} \rangle \geq p_1$, $\langle A_{2A} \rangle \geq p_2$ to $\langle A_{2D} \rangle \geq p_2$, etc. are defined by the DFAs in Figure 8 (with the appropriate subscript—A, B, C or D—applied to their action names);

- the probabilities $p_1$ to $p_7$ were obtained using the probabilistic model checker PRISM as described earlier;

- (\ast) denotes the application of the ASYM-MULT probabilistic assume-guarantee proof rule from [27];

- (\#) marks the application of the new assume-guarantee proof rule that we introduce in Appendix A.

We executed the verification steps for all premises in (10) on a Macbook Pro laptop with 2.66 GHz Intel Core 2 Duo processor and 8GB of memory, using the hardware failure probabilities reported in [32,34] ($p_{disk\_fail} = 0.0231$, $p_{cpu\_fail} = 0.0018$ and $p_{mem\_fail} = 0.0231$ for a one-year period of operation)$^1$.

---

$^1$ The component failure probabilities in Figs. 3 and 7 were used only for illustration.
Table 1. Experimental results for the probabilistic assume-guarantee proof tree (10). The probabilities associated with the assumed and guaranteed properties in (10) were calculated for a one-year time interval, based on the hardware component failure probabilities reported in [32,34].

<table>
<thead>
<tr>
<th>Verified model</th>
<th>Number of states</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>$M_{serverA-D}$</td>
<td>570</td>
<td>$p_1 = 0.999998$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$p_2 = 0.999544$</td>
</tr>
<tr>
<td>$M_{web+appA-B}$</td>
<td>54</td>
<td>$p_3 = 0.999946$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$p_4 = 0.997452$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$p_5 = 0.997452$</td>
</tr>
<tr>
<td>$M_{dbC-D}$</td>
<td>13</td>
<td>$p_6 = 0.949954$</td>
</tr>
<tr>
<td>$M_{service}$</td>
<td>1035</td>
<td>$p_7 = 0.997482$</td>
</tr>
</tbody>
</table>

The results of the verification and the size of the models verified are shown in Table 1. As indicated by these results, the size of the state space for the verified models ranged between 13 and 1035, which explains why each of the verification steps completed in under one second. We anticipate that safety properties for systems comprising much larger numbers of servers, VMs per server, and function instances per service could be verified using the approach, and we are planning to confirm this experimentally in the future.

3 Reverification of Safety Properties for LSCITS

We showed in the previous section how compositional verification can be used to verify safety properties of a class of systems that can potentially be very large. However, size is not the only defining characteristic of LSCITS. LSCITS can be seen as coalitions of systems whose components join and leave continually, and within which frequent component selection and failure represent the norm rather than an exception [9,28,31].

In this section, we present techniques for the calculation of the minimal sequence of assume-guarantee premises that need to be reverified in response to several of these key patterns of LSCITS change. To describe these techniques, we will use the following additional notation:

- $\mathcal{M}$, the set of PA models [17];
- $\mathcal{P}$, the set of probabilistic safety properties;
- $\mathcal{DFA}$, the set of deterministic finite automata;
- $dfa : \mathcal{P} \rightarrow \mathcal{DFA}$, the function that maps each probabilistic safety property to its defining deterministic finite automaton;
- $prob : \mathcal{P} \rightarrow [0,1]$, the function that maps each probabilistic safety property to its associated probability (i.e., $\forall \langle X \rangle \geq p \in \mathcal{P} \Rightarrow prob(\langle X \rangle \geq p) = p$);
- $mc : 2^\mathcal{P} \times \mathcal{M} \times \mathcal{DFA} \rightarrow [0,1]$, the quantitative model checking function that, given a set of assumptions $A \in 2^\mathcal{P}$, a model $M \in \mathcal{M}$ and a deterministic finite automaton $\mathcal{G}_{err} \in \mathcal{DFA}$, ensures that $\langle \mathcal{G} \rangle \geq p$, i.e., $M \models \langle \mathcal{G} \rangle \geq mc(A,M,\mathcal{G}_{err})$ under the assumptions $A$;
Consider a compositional verification task \( \langle \text{true} \rangle \) from our running example can be specified as a nine-element sequence of verification steps \((v_1, v_2, \ldots, v_9)\), where

\[
\begin{align*}
v_1 &= \{(\text{true})\}, M_{\text{serverA}}, \{(A_{1A}\geq p_1), (A_{2A}\geq p_2)\} \\
v_2 &= \{(\text{true})\}, M_{\text{serverB}}, \{(A_{1B}\geq p_1), (A_{2B}\geq p_2)\} \\
v_3 &= \{(\text{true})\}, M_{\text{serverC}}, \{(A_{1C}\geq p_1), (A_{2C}\geq p_2)\} \\
v_4 &= \{(\text{true})\}, M_{\text{serverD}}, \{(A_{1D}\geq p_1), (A_{2D}\geq p_2)\} \\
v_5 &= \{(A_{1A}\geq p_1), (A_{2A}\geq p_2)\}, M_{\text{web+appA}}, \{(A_{3A}\geq p_3), (A_{4A}\geq p_4), (A_{5A}\geq p_5)\} \\
v_6 &= \{(A_{1B}\geq p_1), (A_{2B}\geq p_2)\}, M_{\text{web+appB}}, \{(A_{3B}\geq p_3), (A_{4B}\geq p_4), (A_{5B}\geq p_5)\} \\
v_7 &= \{(A_{1C}\geq p_1), (A_{2C}\geq p_2)\}, M_{\text{dbC}}, \{(A_{6C}\geq p_{\text{appA}})\} \\
v_8 &= \{(A_{1D}\geq p_1), (A_{2D}\geq p_2)\}, M_{\text{dbD}}, \{(A_{6D}\geq p_{\text{appD}})\} \\
v_9 &= \{(A_{3A}\geq p_3), (A_{4A}\geq p_4), (A_{5A}\geq p_5), (A_{3B}\geq p_3), (A_{4B}\geq p_4), (A_{5B}\geq p_5), (A_{6C}\geq p_6), (A_{6D}\geq p_6)\}, M_{\text{service}}, \{(G)\geq p_7\}
\end{align*}
\]

### 3.1 Reverification of a Sequence of Verification Steps

Consider a compositional verification task \( cv = (v_1, v_2, \ldots, v_n) \in \text{seq}\mathcal{V} \) that was completed successfully as described in the Section 2.3. The rest of this section describes a technique for the derivation of the minimal sequence of verification steps \( \Delta cv \in \text{seq}\mathcal{V} \) that need to be carried out to reverify the safety properties associated with \( cv \) after different types of changes in the verified system.

We start by introducing a reverify function that takes as parameters:
1. a sequence of verification steps \( \text{vs} \in \text{seq} \mathcal{V} \); and
2. a set of guaranteed property changes of the form \( (g, g') \in \mathcal{P} \times \mathcal{P} \) (where \( g \) and \( g' \) are related properties before and after a system change, respectively)

and produces the minimum sequence of verification steps that need to be carried out in order to reestablish the probabilistic safety properties from \( \text{vs} \). We define the function

\[
\text{reverify} : \text{seq} \mathcal{V} \times 2^{\mathcal{P} \times \mathcal{P}} \rightarrow \text{seq} \mathcal{V}
\]

recursively on the size of the sequence of verification steps \( \text{vs} \):

\[
\text{reverify}((), \text{changes}) = ()
\]

\[
\text{reverify}((A, M, G) \triangleleft \text{vs}, \text{changes}) =
\begin{cases} 
\text{reverify}(\text{vs}, \text{changes}), & \text{if } A \cap \{(g, g') \in \text{changes} \cdot g\} = \emptyset \\
(A', M, G') \triangleleft \text{reverify}(\text{vs}, \text{changes'}), & \text{otherwise}
\end{cases}
\]

where:

(i) \( A' = \{ a \in A \mid \neg(\exists (g, g') \in \text{changes} \cdot a = g) \} \cup \{(g, g') \in \text{changes} \mid g \in A \cdot g'\} \) is obtained by updating all the assumptions from \( A \) that changed;
(ii) \( G' = \{ x \in \mathcal{P} \mid (\exists g \in G \cdot \text{dfa}(x) = \text{dfa}(g)) \land \text{prob}(x) = \text{mc}(A', M, \text{dfa}(g))\} \) is the new set of probabilistic safety properties guaranteed by the model \( M \) given the changed assumed property set \( A' \);
(iii) \( \text{changes'} = \text{changes} \cup \{(g, g') \in G \times G' \mid \text{dfa}(g) = \text{dfa}(g') \land \text{prob}(g') < \text{prob}(g)\} \) represents the new set of guaranteed property changes, which is obtained by extending the old \( \text{changes} \) set with all pairs from \( G \times G' \) that correspond to a decrease in a safety probability bound.

Throughout this section we assume that the goal of the reverification is to establish whether the analysed system continues to satisfy given probabilistic safety properties after changes. If the aim is instead to find the new probability bounds for all safety properties, then \( \text{prob}(g') < \text{prob}(g) \) should be replaced with \( \text{prob}(g') \neq \text{prob}(g) \) in the calculation of \( \text{changes'} \) above.

The cost of executing the \( \text{reverify} \) function has two components:

1. the cost of running the verification steps \((A', M, G')\) from \((13)\);
2. the cost of performing the set intersection from \((13)\) and the calculations from steps (i)–(iii) described above.

For each use of \( \text{reverify} \) in handling one of the LSCITS change patterns covered later in this section, we will prove that \( \text{reverify} \) yields the minimum sequence of verification steps required to reverify the analysed probabilistic safety properties. Therefore, we focus here only on the second cost component. To evaluate this cost component, we consider the execution of \( \text{reverify}(\text{cv}, \text{changes}) \) for a generic compositional verification task \( \text{cv} \) and a generic property change set \( \text{changes} \).

Without loss of generality, we assume that \( \text{cv} \) comprises \( n > 0 \) verification steps, and that these \( n \) verification steps and the \( \text{changes} \) set taken together
contain $m > 0$ assumed and guaranteed probabilistic safety properties. Under these assumptions, the set intersection $A \cap \{ (g, g') \in \text{changes} \cdot g \}$ from (13) requires at most $O(m^2)$ time. Likewise, the two set comprehensions from step (i) take at most $O(m^2)$ time even for the most basic implementation of set membership queries. Building the set $G'$ in step (ii) requires $O(m^2)$ time (in addition to the cost of executing $mc(A', M, dfa(g))$, but this is part of the first cost component). Finally, the cost of updating $\text{changes}$ to $\text{changes}'$ in step (iii) requires again at most $O(m^2)$ time for the examination of the elements in $G \times G'$. Due to the recursive $\text{reverify}$ invocations, the operations analysed above are performed $n$ times, so the overall time complexity for the operations covered by the second cost component is $O(nm^2)$. Note that, even for large values of $n$ and $m$, this represents a modest overhead compared to the first cost component, which corresponds to executing the model checking operations $mc(A', M, dfa(g))$ from (13). Since we will prove that the minimal set of such model checking operations is executed in each scenario in which $\text{reverify}$ is used in the remainder of the section, we conclude that $\text{reverify}$ is cost effective for the scenarios in which it is used.

Having introduced and analysed the generic $\text{reverify}$ function in (12)–(13), we are ready to calculate the minimum sequences of verification steps required after different types of LSCITS changes.

### 3.2 LSCITS Component Failure (or “Departure”)

Suppose that the system component associated with model $M_i$ from the verification step $v_i$ of the compositional verification task $cv = (v_1, v_2, \ldots, v_n)$ failed (or left the system), where $1 \leq i \leq n$. In this scenario, appropriately modified variants of some or all of the verification steps $v_{i+1}, v_{i+2}, \ldots, v_n$ need to be redone. The theorem below provides a method for the derivation of these verification steps.

**Theorem 1.** The minimal sequence of verification steps that needs to be carried out to reverify a compositional verification task $cv = (v_1, v_2, \ldots, v_n)$ after the failure of the component associated with its $i$-th verification step is

$$\Delta cv = \text{reverify}((v_{i+1}, v_{i+2}, \ldots, v_n), \{ g \in G_i \cdot (g, \langle \text{true} \rangle) \}). \quad (14)$$

The proof of this theorem is included in Appendix A.

Returning to our running example, suppose that the database function on server D is removed from the system because the service workload no longer justifies maintaining two instances of the database. Since the verification step associated with this component in (11) is $v_8$, the sequence of verification steps that need to be redone is given by

$$\Delta cv = \text{reverify}((v_9), \{ (A_{G_0} \geq p_6, \langle \text{true} \rangle) \}). \quad (15)$$
According to the \textit{reverify} definition in \cite{[ref]}, this is
\[
\Delta_{cv} = \text{reverify}((\{(A_{3a})_{\geq p_3}, (A_{4a})_{\geq p_4}, (A_{5a})_{\geq p_5}, (A_{3b})_{\geq p_3}, (A_{4b})_{\geq p_4}, \\
(A_{5b})_{\geq p_5}, (A_{6c})_{\geq p_6}, (A_{6d})_{\geq p_6}\}, \text{M}_{\text{service}}, \{(G)_{\geq p_g}\}), \\
\{(A_{6o})_{\geq p_o}, (\text{true})\}))
\]
\[
= ((A_{3a})_{\geq p_3}, (A_{4a})_{\geq p_4}, (A_{5a})_{\geq p_5}, (A_{3b})_{\geq p_3}, (A_{4b})_{\geq p_4}, (A_{5b})_{\geq p_5}, \\
(A_{6c})_{\geq p_6}, (\text{true}), \text{M}_{\text{service}}, \{(G)_{\geq p'_g}\}) \setminus \text{reverify}((), \text{changes'}))
\]
\[
= ((A_{3a})_{\geq p_3}, (A_{4a})_{\geq p_4}, (A_{5a})_{\geq p_5}, (A_{3b})_{\geq p_3}, (A_{4b})_{\geq p_4}, (A_{5b})_{\geq p_5}, \\
(A_{6c})_{\geq p_6}, \text{M}_{\text{service}}, \{(G)_{\geq p'_g}\}) \setminus ()
\]
\[
= ((A_{3a})_{\geq p_3}, (A_{4a})_{\geq p_4}, (A_{5a})_{\geq p_5}, (A_{3b})_{\geq p_3}, (A_{4b})_{\geq p_4}, (A_{5b})_{\geq p_5}, \\
(A_{6c})_{\geq p_6}, \text{M}_{\text{service}}, \{(G)_{\geq p'_g}\})
\]
\[
\{\exists \Delta \geq \Delta_{cv}\}
\]
where the probability bounds \(p_1\) to \(p_7\) are those in Table \ref{tab}
\[
p_i' = mc((\{A_{3a})_{\geq p_3}, (A_{4a})_{\geq p_4}, (A_{5a})_{\geq p_5}, (A_{3b})_{\geq p_3}, (A_{4b})_{\geq p_4}, (A_{5b})_{\geq p_5}, \\
(A_{6c})_{\geq p_6}, \text{M}_{\text{service}}, dfa((G)_{\geq p_7}))
\]
and
\[
\text{changes'} = \left\{\begin{array}{l}
\{((A_{6o})_{\geq p_6}, (\text{true}), (G)_{\geq p'_g}), \text{if } p'_7 < p_7 \\
\{((A_{6o})_{\geq p_6}, (\text{true}))\}, \text{otherwise}
\end{array}\right\
\]
Redoing the only verification step in (16) yields \(p'_7 = 0.949943\). Since \(p'_7 < p_7 = 0.997482\) (cf. Table \ref{tab}, changes' = \(\{(A_{6o})_{\geq p_6}, (\text{true}), (G)_{\geq p'_g}, (G)_{\geq p'_7}\}\) (although this updated set of changes is not used in the recursive invocation of \textit{reverify}, which is applied to the empty sequence of verification stepss).

3.3 LSCITS Component Change

Assume that the system component associated with model \(M_i, 1 \leq i \leq n\), from the verification step \(v_i\) of compositional verification task \(cv = (v_1, v_2, \ldots, v_n)\) changed. The theorem below specifies the minimum sequence of verification steps that need redo to re-establish the properties corresponding to \(cv\).

**Theorem 2.** The minimal sequence of verification steps that needs to be carried out to reverify a compositional verification task \(cv = (v_1, v_2, \ldots, v_n)\) after a change in the component associated with its \(i\)-th verification step is
\[
\Delta_{cv} = (A_i, M'_i, G'_i) \setminus \text{reverify}((\{v_{i+1}, v_{i+2}, \ldots, v_n\}, \\
\{(g, g') \in G_i \times G'_i \mid dfa(g) = dfa(g') \land \text{prob}(g') < \text{prob}(g)\}))
\]
where \(M'_i\) represents the updated model for the changed system component and \(G'_i = \{x \in P \mid (exists \, g \in G_i \bullet dfa(g) = dfa(x)) \land \text{prob}(x) = mc(A_i, M'_i, dfa(x))\}\).

**Proof.** The proof is similar to that of Theorem 1. \(\square\)

To illustrate the application of the result in Theorem 2, suppose that the service functions running on Server A from our running example are redeployed on a
different type of server (perhaps located in a different data centre). Suppose that the new server has $N'_{DISK} = 4$ disks instead of $N_{DISK} = 3$ disks for the server from our original scenario, but that the $N'_{DISK}$ new disks are less reliable, i.e., $p'_{disk\_fail} = 0.0250$ compared to $p_{disk\_fail} = 0.0231$ previously. According to (17), the sequence of verification steps that need to be redone is

$$\Delta cv = (\{\langle true \rangle \}, M'_{\text{server}A}, \{\langle A_1\rangle \geq p'_1, \langle A_2\rangle \geq p'_2 \}) \setminus \text{reverify}((v_2, v_3, \ldots, v_9), changes),$$

where $M'_{\text{server}A}$ is the updated model for Server A,

$$p'_1 = mc(\{\langle true \rangle \}, M'_{\text{server}A}, dfa(\langle A_1\rangle \geq p_1)),
\quad p'_2 = mc(\{\langle true \rangle \}, M'_{\text{server}A}, dfa(\langle A_2\rangle \geq p_2)),$$

the probabilities $p_1$ and $p_2$ are those in Table 1, $v_2$ to $v_9$ are defined in (11), and

$$changes = \{i \in \mathbb{N} \mid 1 \leq i \leq 2 \land p'_i < p_i \cdot (\langle A_i\rangle \geq p_i, \langle A_i\rangle \geq p'_i)\}.$$

Executing the first verification step in $\Delta cv$ yields

$$p'_1 = 1 - 5.85E-8 \quad \text{(which is larger than } p_1 = 0.999998)$$
$$p'_2 = 0.999984 \quad \text{(which is larger than } p_2 = 0.999544)$$

hence $changes = \{\}$ and, since $\text{reverify}((v_2, v_3, \ldots, v_9), \{\}) = ()$, no further verification step needs to be carried out.

### 3.4 LSCITS Component Joining

Suppose that a new component with model $M_{new}$ joins the system. Re-establishing the probabilistic safety properties of the system requires updating any component models that depend on $M_{new}$, and carrying out verification steps for $M_{new}$, these updated models, and any other models whose verification steps include assumed properties that have changed. The minimal sequence of verification steps that need to be carried out is given by the theorem below.

**Theorem 3.** Let $M_{new}$ be the model of a new component that joins a system for which a composition verification task $cv = (v_1, v_2, \ldots, v_n)$ was completed successfully before this operation. Also, let $M_{i_1}, M_{i_2}, \ldots, M_{i_m}, m > 0$, be the models of the components that depend on $M_{new}, 1 \leq i_1 < i_2 < \ldots < i_m \leq n$, and assume that their updated versions reflecting the presence of the new component are $M'_{i_1}, M'_{i_2}, \ldots, M'_{i_m}$. Under these circumstances, the minimal sequence of verification steps that needs to be carried out to reverify $cv$ is

$$\Delta cv = (A_{new}, M_{new}, G_{new}) \setminus \text{reverify}(((A'_{i_1}, M'_{i_1}, G_{i_1}), v_{i_1+1}, v_{i_1+2}, \ldots, v_{i_2-1},
\quad (A'_{i_2}, M'_{i_2}, G_{i_2}), v_{i_2+1}, v_{i_2+2}, \ldots, v_{i_3-1},
\quad \ldots
\quad (A'_{i_m}, M'_{i_m}, G_{i_m}), v_{i_m+1}, v_{i_m+2}, \ldots, v_n),
\quad \{(g, g_{new}) \in P \times G_{new} \mid dfa(g) = dfa(g_{new}) \land \text{prob}(g) = 0\}),$$

(18)
where $A_{new} \subseteq \cup_{j=1}^{n-1} G_j \cup \\{ \langle true \rangle \}$ is the set of assumed properties for the verification of the new system component, and $A'_{ij} \subseteq A_{ij} \cup \{ a \in P \mid (\exists g \in G_{new} \bullet dfa(a) = dfa(g)) \land \text{prob}(a) = 0 \}$ represents the new set of assumed properties for the model $M'_{ij}, 1 \leq j \leq m$. Note that $A'_{ij} \setminus A_{ij} \neq \{ \}$ for all $1 \leq j \leq m$ since $M'_{ij}$ depends on $M_{new}$.

**Proof.** We note first that the minimal sequence of verification steps must include the verification step for the new component, i.e., $(A_{new}, M_{new}, G_{new})$. Moreover, this step can appear at the beginning of the sequence since its assumed property set, $A_{new}$, consists of properties already established by the previously executed compositional verification task $cv$. We also note that the assumed property sets for the verification tasks $v_i$ to $v_{i-1}$ are unchanged after the new component joined the system. Accordingly, the use of a sequence of verification steps that start at the $i_1$-th component as the first argument for the $\text{reverify}$ invocation from TSS is correct. The rest of the proof shows that this invocation of $\text{reverify}$ yields the sequence of verification steps required to re-establish the probabilistic safety properties in $cv$ for the system components associated with the models $M'_{i_1}, M'_{i_1+1}, M'_{i_1+2}, \ldots, M'_{i_2-1}, M'_{i_2}, M'_{i_2+1}, M'_{i_2+2}, \ldots, M'_{i_m-1}, M'_{i_m}, M'_{i_m+1}, M'_{i_m+2}, \ldots, M_n$ after the execution of the verification step $(A_{new}, M_{new}, G_{new})$. This part of the proof is similar to the proof of Theorem 1, and therefore not included in the paper.

Returning to our running example, suppose that the service is augmented with a third database instance running on an additional server (Server E). The first verification step from $(v_1, v_2, \ldots, v_9)$ that is affected by this change is $v_9$, whose model needs to be updated to $M'_{service}$. The new verification step for the component that joined is

$$v_{new} = (A_{new}, M_{new}, G_{new}) = (\{ \langle A_{1E} \rangle \geq p_1, \langle A_{2E} \rangle \geq p_2 \}, M_{dbE}, \{ \langle A_{6E} \rangle \geq p_6 \}),$$

so, according to Theorem 3,

$$\Delta cv = (\{ \langle A_{1E} \rangle \geq p_1, \langle A_{2E} \rangle \geq p_2 \}, M_{dbE}, \{ \langle A_{6E} \rangle \geq p_6 \}) \land \text{reverify}((((A'_{9}, M'_{service}), \{ \langle G \rangle \geq p'_7 \})), ((\langle A_{6E} \rangle \geq 0, \langle A_{6E} \rangle \geq p_6 \}))$$

with $A'_{9} = \{ \langle A_{3A} \rangle \geq p_3, \langle A_{4A} \rangle \geq p_4, \langle A_{5A} \rangle \geq p_5, \langle A_{3B} \rangle \geq p_3, \langle A_{4B} \rangle \geq p_4, \langle A_{5B} \rangle \geq p_5, \langle A_{6C} \rangle \geq p_6, \langle A_{6D} \rangle \geq p_9, \langle A_{6E} \rangle \geq 0 \}$. As a result,

$$\Delta cv = (\{ \langle A_{1E} \rangle \geq p_1, \langle A_{2E} \rangle \geq p_2 \}, M_{dbE}, \{ \langle A_{6E} \rangle \geq p_6 \}) \land (\{ \langle A_{3A} \rangle \geq p_3, \langle A_{4A} \rangle \geq p_4, \langle A_{5A} \rangle \geq p_5, \langle A_{3B} \rangle \geq p_3, \langle A_{4B} \rangle \geq p_4, \langle A_{5B} \rangle \geq p_5, \langle A_{6C} \rangle \geq p_6, \langle A_{6D} \rangle \geq p_9, \langle A_{6E} \rangle \geq p_6 \}, M'_{service}, \{ \langle G \rangle \geq p'_7 \})$$

Carrying out the two verification steps yields $p_6 = 0.949954$ (as for the other database instances) and $p'_7 = 0.999861$. 


3.5 LSCITS Component Choice

Assume that the functionality of the $i$-th system component, $1 \leq i \leq n$, can be provided by $m > 1$ new concrete implementations of this component, each characterised by different performance, reliability and cost. Let $M_i^1, M_i^2, \ldots, M_i^m$ be the models associated with these functionally equivalent component implementations. Assume that the implementation that helps the system satisfy its requirements with minimum cost needs to be identified.

**Theorem 4.** The minimal sequence of verification steps that needs to be carried out to select the least expensive $i$-th component in the scenario described above is

$$
\Delta_{cv} = (A_i, M_i^1, G_i^1) \triangleright
\text{reverify}((v_{i+1}, v_i+2, \ldots, v_n),
\{(g, g') \in G_i \times G_i^1 \mid dfa(g) = dfa(g') \land \text{prob}(g') < \text{prob}(g)\})
\triangleright
(A_i, M_i^2, G_i^2) \triangleright
\text{reverify}((v_{i+1}, v_i+2, \ldots, v_n),
\{(g, g') \in G_i \times G_i^2 \mid dfa(g) = dfa(g') \land \text{prob}(g') < \text{prob}(g)\})
\triangleright
\ldots
\triangleright
(A_i, M_i^m, G_i^m) \triangleright
\text{reverify}((v_{i+1}, v_i+2, \ldots, v_n),
\{(g, g') \in G_i \times G_i^m \mid dfa(g) = dfa(g') \land \text{prob}(g') < \text{prob}(g)\}),
$$

(19)

where $G_i^j = \{x \in P \mid (\exists g \in G_i \cdot dfa(g) = dfa(x)) \land \text{prob}(x) = mc(A_i, M_i^j, dfa(x))\}$ for $1 \leq i \leq m$.

**Proof.** Selecting the least expensive component requires the independent examination of the effect of changing $M_i$ with each of the models $M_i^1, M_i^2, \ldots, M_i^m$, in order to identify the options that satisfy the requirements of the system. Therefore, the minimal sequence of verification steps is obtained by concatenating the minimal sequences of verification steps from Theorem 2 for models $M_i^1$ to $M_i^m$, as shown in (19).

Returning again to our running example, suppose that the version of the virtualisation middleware installed on Server A from Figure 1 can be selected from three options. Assume that these options are associated with different levels of functionality/configurability, and with different levels of reliability, reflected in the probability $p_{VM\_fail}$ that a VM fails to operate correctly during a given time period:

1. The latest stable version of the virtualisation software, which is characterised by $p_{VM\_fail} = 0.05$ for a one-year time period. As shown by the probabilities annotating the state transitions associated with $vm\_op$ actions in Figure 4, this is the option used by model $M_{web+appA}$ from our case study.
2. The latest beta version of the virtualisation middleware, which provides the richest functionality and configurability, but which is also the least reliable, with \( p_{VM\text{-}fail} = 0.1 \) for a one-year time period.

3. A highly reliable old version of the middleware that is characterised by \( p_{VM\text{-}fail} = 0.01 \) over one year, but which lacks some of the monitoring capabilities of the other two options.

The last two options mentioned above correspond to two new models \( M^1_{\text{web}+\text{app}} \) and \( M^2_{\text{web}+\text{app}} \) for verification step \( v_5 \) from our compositional verification task \( cv \) from eq. (2). According to Theorem 4, the minimal sequence of verification steps required to assess the suitability these two new options is

\[
\Delta cv = (\{\langle A_1 \rangle \geq p_1, \langle A_2 \rangle \geq p_2 \}, M^1_{\text{web}+\text{app}}, \{\langle A_3 \rangle \geq p_3, \langle A_4 \rangle \geq p_4, \langle A_5 \rangle \geq p_5 \}) - \\
\text{reverify}((v_6, v_7, v_8, v_9), \\
(\{ (g, g') \in G_5 \times G_5^1 \mid dfa(g) = dfa(g') \land \text{prob}(g') < \text{prob}(g) \}) - \\
(\{\langle A_1 \rangle \geq p_1, \langle A_2 \rangle \geq p_2 \}, M^2_{\text{web}+\text{app}}, \{\langle A_3 \rangle \geq p_3, \langle A_4 \rangle \geq p_4, \langle A_5 \rangle \geq p_5 \}) - \\
\text{reverify}((v_6, v_7, v_8, v_9), \\
(\{ (g, g') \in G_5 \times G_5^2 \mid dfa(g) = dfa(g') \land \text{prob}(g') < \text{prob}(g) \})
\]

Carrying out the two verification steps shown explicitly above yields: \( p_3^1 = 0.999852 \), \( p_4^1 = p_5^1 = 0.989953 \), \( p_3^2 = 0.999952 \) and \( p_4^2 = p_5^2 = 0.999852 \). Since the probability bounds for the original compositional verification task were \( p_3 = 0.999946 \) and \( p_4 = p_5 = 0.997452 \), we have

\[
\Delta cv = (\{\langle A_1 \rangle \geq p_1, \langle A_2 \rangle \geq p_2 \}, M^1_{\text{web}+\text{app}}, \{\langle A_3 \rangle \geq p_3, \langle A_4 \rangle \geq p_4, \langle A_5 \rangle \geq p_5 \}) - \\
\text{reverify}((v_6, v_7, v_8, v_9), \\
(\{ (A_1 \geq p_1, \langle A_2 \rangle \geq p_2 \}, M^1_{\text{web}+\text{app}}, \{\langle A_3 \rangle \geq p_3, \langle A_4 \rangle \geq p_4, \langle A_5 \rangle \geq p_5 \}) - \\
\text{reverify}((v_6, v_7, v_8, v_9), \\
(\{ (g, g') \in G_5 \times G_5^1 \mid dfa(g) = dfa(g') \land \text{prob}(g') < \text{prob}(g) \}) - \\
(\{\langle A_1 \rangle \geq p_1, \langle A_2 \rangle \geq p_2 \}, M^2_{\text{web}+\text{app}}, \{\langle A_3 \rangle \geq p_3, \langle A_4 \rangle \geq p_4, \langle A_5 \rangle \geq p_5 \}) - \\
\text{reverify}((v_6, v_7, v_8, v_9), \\
(\{ (g, g') \in G_5 \times G_5^2 \mid dfa(g) = dfa(g') \land \text{prob}(g') < \text{prob}(g) \})
\]

The only remaining verification step to carry out is the one in the middle, which yields \( p_7^1 = 0.997494 \), a value that is slightly lower than the probability bound \( p_7 = 0.997482 \) provided by the original choice of a virtualisation middleware version for Server A.
4 Conclusion and Future Work

Large-scale complex IT systems (LSCITS) are notoriously difficult to verify formally. Their extremely large state spaces, continual changes and nondeterministic behaviour challenge not only the scalability of existing verification techniques, but also the validity of the traditional approach of performing the verification offline, typically at design time. While an increasing number of compositional verification techniques address the scalability challenge, less research has explored the effect that continual change has on the verification of LSCITS.

This paper overviewed assume-guarantee compositional verification in the context of a case study from the area of cloud computing, and presented a formalism for specifying several classes of change that are common to LSCITS. We showed how this formalism can be used to generate the sequence of verification steps that need to be (re-)done after each type of change, and illustrated the application of this approach for several scenarios from our case study.

Our future work will focus on extending the change specification formalism to other classes of LSCITS change (e.g., changes in requirements), and on validating it in additional case studies. In the longer term, we envisage the integration of the approach with online learning techniques supporting change detection [7,17] and with techniques for learning the assumptions for its sequence of compositional verification steps [15,19].

Finally, an important challenge for our compositional reverification approach is the availability of suitable models for the components of the analysed LSCITS. In the work presented in this paper, we assumed that such models were available for all LSCITS components, including those joining the system “on the fly”. Clearly, this assumption does not hold in many real-world scenarios. Significant future research is therefore needed to devise techniques that can learn these models from observations of the running system, or at least automate their synthesis from domain-specific descriptions of the LSCITS components.
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Appendix A

A.1 Additional Probabilistic Assume-Guarantee Proof Rule

The proposition below introduces the assume-guarantee proof rule (♯) that we used in eq. (20). To prove the rule we use the following additional notation:

- \( Pr_{M_i}^{\sigma_i}(A_i) \) represents the probability that model \( M_i \) satisfies the safety property \( A_i \) for a fixed adversary \( \sigma_i \in \text{Adv}_i \).
- Given an adversary \( \sigma \in \text{Adv}_{M_1} \cup \ldots \cup M_k \), \( \sigma \upharpoonright M_i \in \text{Adv}_i \) denotes the projection of \( \sigma \) onto \( M_i \), \( 1 \leq i \leq x \).

**Proposition 1.** If \( M_1, M_2, \ldots, M_k \) are probabilistic automata, and \( \langle A_1 \rangle \geq p_1, \langle A_2 \rangle \geq p_2, \ldots, \langle A_k \rangle \geq p_k \) are probabilistic safety properties such that \( \alpha_{A_i} \subseteq \alpha_{M_i} \) for all \( 1 \leq i \leq k-1 \) and \( \alpha_{A_k} \subseteq \alpha_{M_k} \cup \alpha_{A_1} \cup \alpha_{A_2} \cup \ldots \cup \alpha_{A_{k-1}} \), then the following proof rule holds:

\[
\frac{\langle \text{true} \rangle M_1 \langle A_1 \rangle \geq p_1 \\
\langle \text{true} \rangle M_2 \langle A_2 \rangle \geq p_2 \\
\vdots \\
\langle \text{true} \rangle M_{k-1} \langle A_{k-1} \rangle \geq p_{k-1} \\
\langle A_1, A_2, \ldots, A_{k-1} \rangle \geq p_1, p_2, \ldots, p_{k-1}, M_k \langle A_k \rangle \geq p_k}{\langle \text{true} \rangle M_1 \parallel M_2 \parallel \ldots \parallel M_k \langle A_k \rangle \geq p_k}
\]

**Proof.** Starting from the hypothesis, we have:

\[
\forall i \in \{1, 2, \ldots, k-1\} \bullet \forall \sigma_i \in \text{Adv}_{M_i} \bullet Pr_{M_i}^{\sigma_i}(A_i) \geq p_i \\
\] (according to the definition of \( \langle \text{true} \rangle M_i \langle A_i \rangle \geq p_i \))

\[
\Rightarrow \\
\forall i \in \{1, 2, \ldots, k-1\} \bullet \forall \sigma \in \text{Adv}_{M_1} \parallel M_2 \parallel \ldots \parallel M_{k-1} \bullet Pr_{M_i}^{\sigma \upharpoonright M_i}(A_i) \geq p_i \\
\] (since \( \sigma \upharpoonright M_i \in \text{Adv}_{M_i} \))

\[
\Rightarrow \\
\forall i \in \{1, 2, \ldots, k-1\} \bullet \forall \sigma \in \text{Adv}_{M_1} \parallel M_2 \parallel \ldots \parallel M_{k-1} \bullet Pr_{M_i}^{\sigma}(A_i) \geq p_i \\
\] (by part (a) of Lemma 1 from [27], since \( \alpha_{A_i} \subseteq \alpha_{M_i} \))

\[
\Rightarrow \\
\forall \sigma \in \text{Adv}_{M_1} \parallel M_2 \parallel \ldots \parallel M_{k-1} \bullet Pr_{M_i}^{\sigma}(A_i) \geq p_1 \wedge \ldots \wedge \\
\wedge Pr_{M_i}^{\sigma}(A_{k-1}) \geq p_{k-1} \\
\] (rewrite of the previous step)

\[
\Rightarrow \\
\langle \text{true} \rangle M_1 \parallel M_2 \parallel \ldots \parallel M_{k-1} \langle A_1, A_2, \ldots, A_{k-1} \rangle \geq p_1, p_2, \ldots, p_{k-1} \\
\] (by definition)

\[
\Rightarrow \\
\langle \text{true} \rangle M_1 \parallel M_2 \parallel \ldots \parallel M_k \langle A_k \rangle \geq p_k \\
\] (by applying the ASYM-MULT rule from [27])

\( \square \)
A.2. Proof of Theorem 1

Theorem 1. The minimal sequence of verification steps that needs to be carried out to reverify a compositional verification task \( cv = (v_1, v_2, \ldots, v_n) \) after the failure of the component associated with its \( i \)-th verification step is

\[
\Delta cv = \text{reverify}((v_{i+1}, v_{i+2}, \ldots, v_n), \{ g \in G_i \cdot (g, \langle true \rangle) \}). \quad (21)
\]

Proof. We start by observing that, according to the recursive definition of \( \text{reverify} \) from (13), \( \Delta cv \) can be rewritten as:

\[
\Delta cv = \Delta cv_1 \land \text{reverify}((v_{i+1}, v_{i+2}, \ldots, v_n), \text{changes}_0)
= \Delta cv_2 \land \text{reverify}((v_{i+2}, v_{i+3}, \ldots, v_n), \text{changes}_1)
= \ldots
= \Delta cv_{n-i+1} \land \text{reverify}(), \text{changes}_{n-i+1}), \quad (22)
\]

where \( \Delta cv_1 = () \), \( \text{changes}_0 = \{ g \in G_i \cdot (g, \langle true \rangle) \} \) and, for \( 1 < j \leq n - i + 1 \), \( \Delta c_j \) and \( \text{changes}_j \) are obtained by carrying out the calculations defined by (13).

We will prove the following intermediate results by induction on the value of \( j \):

1. \( \Delta c_j \) is the minimal sequence of verification steps required to re-establish the probabilistic safety properties associated with the first \( i + j - 1 \) elements of \( cv \);
2. \( \text{changes}_j \) is the set of all changes in the probabilistic safety properties guaranteed by models \( M_1, M_2, \ldots, M_{i+j-1} \),

for \( j = 1, 2, \ldots, n - i + 1 \). The theorem will then follow immediately from the fact that \( \Delta cv_{n-i+1} \) is “the minimal sequence of verification steps required to re-establish the probabilistic safety properties associated with the first \( i + (n - i + 1) - 1 = n \) elements of \( cv \)”, since \( \Delta cv = \Delta cv_{n-i+1} \land \text{reverify}(), \text{changes}_{n-i+1} = \Delta cv_{n-i+1} \land () = \Delta cv_{n-i+1} \).

The base case, corresponding to \( j = 1 \), is straightforward:

1. \( \Delta cv_1 = () \) since the verification steps \( v_1, v_2, \ldots, v_{i-1} \) do not need to be redone (as their assumption sets \( A_1, A_2, \ldots, A_{i-1} \) do not contain any properties guaranteed by the failed component), and \( v_i \) does not need to be redone (because we already know that it corresponds to the failed component);
2. \( \text{changes}_1 = \{ g \in G_i \cdot (g, \langle true \rangle) \} \) since none of the properties guaranteed by \( M_1, M_2, \ldots, M_{i-1} \) has changed, and all properties in \( G_i \), which were guaranteed by the failed component, need to be replaced with the property that does not offer any guarantees, i.e., \( \langle true \rangle \).

Suppose now that \( \Delta c_j \) and \( \text{changes}_j \) satisfy our two properties for a value of \( j \) such that \( 1 \leq j < n - i + 1 \). We will prove that the two properties are also satisfied by \( \Delta c_{j+1} \) and \( \text{changes}_{j+1} \).

According to the notation introduced in (22) and to the definition of \( \text{reverify} \) from (13),

\[
\Delta c_{j+1} = \Delta c_j \land \begin{cases} () & \text{if } A_{i+j} \cap \text{changes}_j = \emptyset \\ (A'_{i+j}, M, G'_{i+j}) & \text{otherwise} \end{cases} \quad (23)
\]
and
\[
\text{changes}_{j+1} = \text{changes}_j \cup \\
\begin{cases} \\
\{\} & \text{if } A_{i+j} \cap \text{changes}_j = \emptyset \\
\{(g, g') \in G_{i+j} \times G'_{i+j} \mid dfa(g) = dfa(g') \land \\
\quad \text{prob}(g') < \text{prob}(g)\} & \text{otherwise}
\end{cases}
\tag{24}
\]
where

- \( A'_{i+j} = \{a \in A_{i+j} \mid \neg(\exists(g, g') \in \text{changes}_j \cdot a = g)\} \cup \{(g, g') \in \text{changes}_j \mid \\
\quad g \in A_{i+j} \cdot g'\};
- \( G'_{i+j} = \{x \in \mathcal{P} \mid (\exists g \in G_{i+j} \cdot dfa(x) = dfa(g)) \land \text{prob}(x) = mc(A'_{i+j}, \\
\quad M_{i+j}, dfa(g))\} \).

We analyse each of the two cases above in turn, recalling the fact that, according to the inductive hypothesis, \( \text{changes}_j \) is the set of all changes in the probabilistic safety properties guaranteed by models \( M_1 \) to \( M_{i+j-1} \):

- The case \( A_{i+j} \cap \text{changes}_j = \emptyset \) corresponds to the scenario in which the assumptions for the verification step \( v_{i+j} \) are unchanged. Therefore, the minimal sequence of verification steps for models \( M_1 \) to \( M_{i+j} \) coincides in this case with the minimal sequence of verification steps for models \( M_1 \) to \( M_{i+j-1} \), i.e., with \( \Delta cv_j \) (according to the inductive hypothesis). Since \( \Delta cv_{j+1} = \Delta cv_j \), it follows that, in this case, \( \Delta cv_{j+1} \) satisfies the first required property. Finally, no probabilistic safety properties guaranteed by \( M_{i+j} \) changed, so \( \text{changes}_{j+1} = \text{changes}_j \) satisfies the second required property.

- The second case (i.e., \( A_{i+j} \cap \text{changes}_j \neq \emptyset \)) corresponds to the scenario in which at least one of the assumptions for the verification step \( v_{i+j} \) changed, hence the model \( M_{i+j} \) needs to be reverified against the updated set of assumptions \( A'_{i+j} \) defined above, yielding the new guaranteed probabilistic safety properties in \( G'_{i+j} \). The minimal set of verification steps to be re-done for models \( M_1 \) to \( M_{i+j} \) consists of all the verification steps that need to be re-done for models \( M_1 \) to \( M_{i+j-1} \) (i.e., \( \Delta cv_j \)) and the additional step \((A'_{i+j}, M_{i+j}, G'_{i+j})\). This is precisely \( \Delta cv_{j+1} \), so the first required property is also satisfied in the second case. Finally, we note again that \( \text{changes}_j \) the set of all changes in the probabilistic safety properties guaranteed by \( M_1 \) to \( M_{i+j-1} \), and that the set \( \{(g, g') \in G_{i+j} \times G'_{i+j} \mid dfa(g) = dfa(g') \land \text{prob}(g') < \\
\quad \text{prob}(g)\} \) contains precisely the changes to the probabilistic safety properties guaranteed by \( M_{i+j} \). Therefore, the union of these two sets (i.e., \( \text{changes}_{j+1} \)) represents the set of all changes in the probabilistic safety properties guaranteed by models \( M_1 \) to \( M_{i+j} \).
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1 Introduction

Context. Model checking is now widely used as an automatic and exhaustive verification technique to check properties of complex systems. However, this approach suffers from an intrinsic combinatorial explosion issue that must be tackled. One trend is to take full advantage of the characteristics of the class of system being analyzed. A first example of this was, in the 1990’s, the exploitation of the characteristics of hardware systems [7].

Today’s emerging complex systems have two main characteristics. Firstly, they are more and more distributed: numerous entities, often sharing the same code (only the context differs), communicate asynchronously. Secondly, these entities are often hierarchically organized: systems are composed of systems (SoS for Systems of Systems).

Moreover, these emerging systems handle more and more critical functions and need to be trusted. Their complexity prevents traditional test or simulation based approaches to reach a satisfactory level of confidence, formal methods, such as those based on state space analysis, must be operated. However, the asynchronous nature of such systems,
as well as their size, increase the combinatorial explosion of these analysis techniques, thus preventing their use in satisfactory conditions.

**Problem.** One issue in tackling the combinatorial explosion related to state space analysis is to combine existing reduction techniques. Among them, several are commonly involved in the analysis of distributed systems:

1. **Partial Orders:** this technique aims at fighting the interleaving introduced when several execution flows are running in parallel. When several paths lead from state A to state B in the state space, only one is stored. This technique may reduce the explored state space by orders of magnitude in favorable cases [16,3].

2. **Symmetries:** this technique aims at identifying the possible permutations of actors in a system (i.e., all clients are identical up to a permutation of identity). Instead of building the explicit state space, symmetries allow to compute a *quotient* state space that can be exponentially smaller in favorable cases. This technique was introduced for Petri nets in the early 1990’s [6] and then adapted in a more general case [23]. A variant, called “counter abstraction” [2], also allow to consider as a whole groups of processes.

3. **Locality:** this technique aims at exploiting the locality of the system’s evolution. Typically, when one process evolves, the set of variables to be changed is very small compared to the state of the full system. This locality property allows to share the representation of common parts in the state space. The use of appropriate data structures to represent the state space such as decision diagrams leads to exponential gains in favorable cases [5].

Preliminary experiments [28,10] have demonstrated that the two last techniques can be combined, despite the fact that they appear to be independent. The idea is to achieve this in a more efficient way and reduce the need for the partial order reduction by using a dedicated modeling technique, since it seems difficult to combine the three techniques together.

**Contribution.** This paper proposes a method for structuring symmetries in a system model by means of bags. The idea is to make a link between potentially useful modeling constructs and efficient model checking mechanisms in order to improve the combination of reduction techniques. The objective is twofold:

– Reducing again the potential interleaving, thus decreasing the need for partial order techniques,
– Exploiting the hierarchical structure of symmetries for a better encoding of the quotient state space into decision diagrams, and thus, increasing the combined efficiency.

Altogether, these combined techniques should help us provide efficient state space generation and state space analysis for distributed systems.

To achieve this, we rely on the use of bags to structure data carried out in a system. Thus, we use Symmetric nets with Bags (SNB) [18] that are a compact and readable dialect of colored Petri nets, allowing structured specification of complex systems. However, we claim it can be generalized to other notations dedicated to concurrent systems as soon as a structural analysis, allowing to detect permutations and a hierarchical structuring, can be performed.
We call this approach “extreme symmetries” because we make an intensive use of these in different ways, as it is explained in the discussion part of section 2.1.

Contents. Section 2 presents basic definitions of the formal concepts the presented method relies on. Then, section 3 details the main principles of our contribution. Finally, section 4 presents an early performance evaluation of the method by means of selected examples.

2 Definitions

This section provides the definitions needed in this paper: Symmetric Nets with Bags (SNB) and Decision Diagrams (DD). The goal of this section is to provide an overview for the understanding of the paper only. However, there are references to formal and precise definitions.

Symmetric Nets with Bags are used to model systems with the possibility to structure data in a new way where hierarchical information can be exploited to tackle complexity. Decision Diagrams is a commonly accepted technique to represent state spaces in a very compact way. In this paper, we focus on a specific class of decision diagrams: Set Decision Diagrams (SDD), that can be composed hierarchically.

2.1 Symmetric Nets with Bags

Petri Nets [15]. They are a well-known formalism for the modeling of asynchronous systems. Basically, a Petri Net (or P/T net) consists in a set of places and a set of transitions. Places contain tokens, and transitions move tokens from place to place. More precisely, when it fires, a transition consumes tokens from its input places, and produces tokens to its output places, thus reaching a new marking (vector of tokens in places). By applying a fixed point on the firing relation, one can theoretically generate the full state space for finite systems.

Colored Petri nets [21,22] extend P/T nets by adding typed data in tokens. Colored Petri nets may have a better expressive power (sometimes leading to undecidability) but the specification is smaller, thus increasing readability.

Among several variants of colored Petri nets, Symmetric Nets (SN) [6] define a simple typing mechanism (discrete types, cartesian product) allowing the exploitation of symmetries in a system. The expressive power of SNs is the same as P/T nets.

Symmetric Nets with Bags (SNB). This is a recent extension of SN [13]. SNBs propose a new mechanism allowing to avoid some interleaving, by enabling multisets (or bags, see definition 3 in section 3.3) of colors in tokens. SNBs allow to express the same symmetries as SNs do, thus enabling similar exploitation of symmetries.

The SNB presented in Fig. 1 models a simple deadlock-free resource manager based on the global allocation of all required resources before entering a critical section [26]. There are two discrete types of color respectively describing the processes ids (Proc) and the critical resources (Res). Then, the type representing the set of bags of resources is defined (BagR), as well as its cartesian product with processes ids (P_BagR).

Initially, marking $M_r$ in $R$ contains the available resources of the system (there can be several copies of some resources, i.e. several tokens of the same value) and $M_p$ in outCS
Fig. 1. An example of SNB: the Resource Manager. $M_p = \langle \text{Proc.all} \rangle$ and $M_r = n \times \langle \text{Res.all} \rangle$, with $n$ being a positive value. Class.all is the function that generates one token per possible value in Class.

represents all the processes (they are represented by their identity) that are initially out of the critical section. Transition enter assigns to a process $p$ a bag of resources $R$. As indicated by the guard of the transition, a process is assigned at least one resource. Place InCS holds the processes using at least one resource (in the critical section). Transition release allows to release resources. However, its guard prevents from releasing all the resources, which is done when firing transition exit.

SNB do not extend the expressive power of SN but lead to a more compact model as illustrated below.

SNB versus SN. This system could be modeled using SN too. However, the resulting model is then more complex. Two strategies to unfold a SNB into an equivalent SN are considered.

The first one relies on the unfolding of places and transitions in which bags occur. It is illustrated in Fig. 2. Let us detail the process for transition enter when $1 < \text{card}(R) \leq N$. First, the cartesian product $P_{\text{BagR}}$ is replaced by $N$ cartesian products (one per possible cardinality of $R$ in enter bindings). Transition enter and place InCS must also be duplicated $N$ times since tokens and bindings are typed by the new cartesian products types. The main problem of this modeling technique is that an upper bound of the bag cardinality must be known a priori (here, $N = 3$ was chosen). Also, changing the model

Fig. 2. Unfolding the model of Fig. 1 for $1 < \text{card}(R) \leq N$, with $N = 3$
parameters (i.e. type definition) or guards has an impact on the model’s structure, thus leading to uneasy maintenance.

The second strategy is to “pump” resources (generally one by one). For instance the exit transition would be replaced by a sub-model having several places and the transitions ensuring that all resources used by a process are released. The main drawback of this approach is that it changes the semantics of the model by introducing more states and interleaving in the state space. Furthermore, it requires either the use of inhibitor arcs, or to preserve and manage the number of allocated resources to \( p \). It is also hard to scale up, as for the previous strategy.

The SNB model is therefore much more compact and scalable than its SN equivalent. Indeed, modification on the model parameters does not require structural changes.

**Benefits of SNBs.** Bags in SNBs allow to abstract complex constructs such as the aforementioned pumping scheme. The encapsulation of bags in tokens also allows a better structuring of the model. This is illustrated in our example where they encode quite clearly the allocation of resources to a process. Bags in SNB thus offer to the modeler two tools: an abstraction mechanism, along with a structuring mechanism, that may be combined.

Moreover, by avoiding situations that generate interleaving, bags reduce the need for partial order techniques that are difficult to stack on top of decision diagrams and symmetries without paying the price of not using this technique.

This is what we call “extreme symmetries”: a way to structure symmetries in the system specification to enable the activation of efficient encoding of the state space generation and analysis (in the decision diagram meaning of it). This structuring information is transparently provided by the modeler instead of being guessed by the model checker.

### 2.2 Decision Diagrams

**Principle.** Shared Decision Diagrams (DD) [4] are a data structure to compactly represent sets. There are many variants of decision diagrams used for model-checking, but they all rely on the same underlying principles: i) nodes of the decision tree are unique in memory thanks to a canonical representation; ii) the number of paths through the diagram (states) can be exponential in the representation size (nodes in the DD); iii) using caches, most operations manipulating a DD are polynomial in the representation size; iv) the effectiveness of the encoding strongly depends on the chosen variable ordering [9].

**Set Decision Diagrams (SDD).** In this paper we rely on Hierarchical Set Decision Diagrams (SDD, defined in [14]), which extend classical BDD in two respects: 1) variables are considered to have a set domain instead of a Boolean one; 2) operations over SDD are encoded using homomorphisms instead of the usual fashion where another decision diagram with two variables per variable of the state signature is used. Definitions are taken almost verbatim from [29].

A SDD is a data structure for representing a set of sequences of assignments of the form \( \omega_1 \in s_1; \omega_2 \in s_2; \cdots; \omega_n \in s_n \), also noted \( \omega_1 \xrightarrow{s_1} \omega_2 \xrightarrow{s_2} \cdots \xrightarrow{s_n} 1 \), where \( \omega_i \) are variables and \( s_i \) are sets. These sets can themselves be represented by SDD: in that case,
we think of SDD as hierarchical decision diagrams. We assume no implicit variable ordering and the same variable can occur several times in an assignment sequence. We define the terminal 1 to represent the empty assignment sequence, terminating any valid sequence. The terminal 0 represents the empty set of assignment sequences. Let Var be a set of variables, and for any \( \omega \) in Var, let \( \text{Dom}(\omega) \) be the domain of \( \omega \), that may be infinite.

**Definition 1 (SDD).** The set \( S \) of SDD is defined inductively by \( \delta \in S \) if either:

- \( \delta \in \{0, 1\} \) or
- \( \delta = \langle \omega, \pi, \alpha \rangle \) with:
  - \( \omega \in \text{Var} \),
  - \( \pi = \{s_0; \ldots; s_n\} \) a finite partition of \( \text{Dom}(\omega) \)
  - \( \alpha \) an injective mapping from \( \pi \) to \( S \)

By convention, paths terminated by the SDD 0 are not represented.

Let us note that SDD or other variants of DD can be used as the domain of variables, thus introducing hierarchy in the data structures.

**Example of State Encoding.** Let us illustrate the use of SDD with a simple example: the encoding of two states in the model of Fig. 1:

\[
S_0 = \text{InCS}(0) + \text{OutCS}(\langle 1_p \rangle + \langle 2_p \rangle + \langle 3_p \rangle) + R(\langle 1_r \rangle + \langle 2_r \rangle + \langle 3_r \rangle + \langle 4_r \rangle + \langle 5_r \rangle + \langle 6_r \rangle)
\]

\[
S_1 = \text{InCS}(\langle 1_p, \{1_r, 2_r, 3_r, 4_r, 5_r, 6_r\}\rangle) + \text{OutCS}(\langle 2_p \rangle + \langle 3_p \rangle) + R(0)
\]

\( S_0 \) is the initial state where all resources are available and all processes out of the critical section. \( S_1 \) is a state where process 1 is in the critical section and uses all resources. Figure 3 shows a possible encoding of these two states. Let us first provide some notation convention in this figure:

- \( 1_p, 2_p, 3_p \) (respectively \( 1_r, 2_r, 3_r, 4_r, 5_r, 6_r \)) correspond to the values in \( \text{Proc} \) (respectively \( \text{Res} \)),
- double lines correspond to the encoding of the marking structure, single lines to a piece of marking and dotted lines to a hierarchical relation,

The main part of this SDD has two paths: the left one encodes \( S_1 \), the right one encodes \( S_0 \). The encoding of \( S_1 \) must be read as follows: place InCS holds a composed token

Fig. 3. Example of hierarchical encoding of some markings from the net of Fig. 1
represented by another SDD on the left. This SDD refers itself to a second one that represents the bag containing one occurrence of each element in Res. Then, continuing the path, place outCS holds two tokens: 2\textsubscript{p} and 3\textsubscript{p}. Finally, place R is empty (the underlying SDD is reduced to its terminal). A similar interpretation can be performed for S\textsubscript{0}.

Figure 3 illustrates several types of sharing with SDD. First, as for traditional decision diagrams, common nodes are represented only once (let us note that the terminal node is represented several times to make the figure clearer but there is only one occurrence in memory). Second, sub-SDD introduce a new type of sharing. Typically, the marking of R in S\textsubscript{0} and the bag contained in the token of InCS in S\textsubscript{1} are represented once in a sub-SDD. Similarly the rightmost SDD encodes two markings: \{(1\textsubscript{p}), (2\textsubscript{p}), (3\textsubscript{p})\} and \{(2\textsubscript{p}), (3\textsubscript{p})\} that share a common part.

**SDD Operations.** SDD support standard set operations: \{, \cap, \setminus\}. The semantics of these operations are based on the sets of assignment sequences that the SDD represent.

SDD also offer a concatenation \(\delta_1 \cdot \delta_2\) which replaces terminal \(\mathbf{1}\) of \(\delta_1\) by \(\delta_2\). This corresponds to a cartesian product. Basic and inductive homomorphisms are also introduced to define application-specific operations. A more detailed description of SDD homomorphisms can be found in [13].

A basic homomorphism is a mapping \(\Phi : S \rightarrow S\) satisfying \(\Phi(\mathbf{0}) = \mathbf{0}\) and \(\forall \delta, \delta' \in S, \Phi(\delta \cup \delta') = \Phi(\delta) \cup \Phi(\delta')\). Many basic homomorphisms are hard-coded. The sum operation between two homomorphisms (\(\forall \delta \in S, (\Phi_1 + \Phi_2)(\delta) = \Phi_1(\delta) \cup \Phi_2(\delta)\)) and the composition of two homomorphisms \(\circ (\Phi_1 \circ \Phi_2(\delta) = \Phi_1(\Phi_2(\delta))\)) are themselves homomorphisms.

A homomorphism \(c\) is a selector iff. \(\forall \delta \in S, c(\delta) \subseteq \delta\). This allows to represent boolean conditions, as \(c\) selects states satisfying a given condition; thus the negation of \(c\) is \(\bar{c}(\delta) = \delta \setminus c(\delta)\). As a shorthand for "if-then-else", we use \(\text{IfThenElse}(c, h_1, h_2) = h_1 \circ c + h_2 \circ \bar{c}\), where \(h_1\) and \(h_2\) are homomorphisms.

This mechanism is generalized with a variant called "multi-linear" homomorphisms. Such a homomorphism splits a SDD into several parts, for which it applies a specific operation.

Multi-linear homomorphisms are particularly useful when one wants to change the value of a variable \(x\) depending on the value of a variable \(y\) that has not been read yet (e.g. in tokens containing bags). Since SDD represent a set, several values for \(y\) may exist. Multi-linear homomorphisms split the SDD into several subsets \(s_1 \ldots s_n\), one for each value of \(y\). Thus, for each \(i\), all the elements of \(s_i\) have the same value for \(y\) and can therefore be applied the same update of variable \(x\). Thus, the main part \((\chi)\) remains unchanged and this reduces the number of temporary SDD nodes to be merged later; this reduced the known "peak-effect" of decision diagrams.

The fixpoint \(h^*\) of a homomorphism, defined as \(h^*(\delta) = h^k(d)\) where \(k\) is the smallest integer such that \(h^k(\delta) = h^{k+1}(\delta)\), is also a homomorphism provided \(k\) exists.

Besides providing a high level way of specifying a system’s transition relation, homomorphisms can be used to express many model checking algorithms directly. For instance, given a SDD \(s_0\) representing initial states and a homomorphism \(\text{succ}\) representing the transition relation, we can obtain reachable states by the equation \(\text{Reach} = (\text{succ} + \text{Id})^*(s_0)\).
Specifying model checking problems as homomorphisms allows the software library to enable automatic rewritings that yield much better performances, such as the saturation algorithm \[19\].

**Discussion on SDD.** When hierarchical structuring is possible, SDD allow a better sharing than traditional “flat” decision diagrams. The main reason is that hierarchy introduced flexibility in the encoding, thus reducing the known effect of variable ordering on the performances of this technique. They also enable partial reuse of local encoding patterns (as shown in Fig. 3).

Finally, the homomorphism notion and the associated rewriting techniques allow an intensive use of caches and the activation of efficient resolution algorithms such as automatic saturation \[19\]. Therefore, SDD are a good candidate to be stacked with the symmetry-based optimizations brought by SNB.

In this specific framework, multi-linear homomorphisms are of particular interest to canonize marking. This is because the structure of the marking may not respect the locality of the operations where decision diagrams are usually very efficient. Such homomorphisms could help to reduce the drawback of this lack of locality.

### 3 Formal Analysis of Extreme Symmetric Systems

Formal analysis consists in verifying expected properties of a system modeled in an appropriate formalism. We focus here on state-based analysis. Thus, expected properties usually are specified as reachability formulas, deadlock detection, LTL or CTL formulas, etc. over the model state space. The drawback of these approaches is the so-called combinatorial explosion of the number of states that hinders analysis.

#### 3.1 Existing Approaches for the Analysis of Symmetric Systems

Several approaches have been proposed to tackle this combinatorial explosion. We focus on two of them, namely symmetry reduction, and decision diagrams. We then associate these two techniques with bag-based modeling.

**Symmetries.** Concurrent systems often exhibit symmetries: the typical example consists in $n$ identical processes that behave asynchronously. A state in such systems is then characterized by the states of these $n$ processes, up to a renaming of the processes: the processes are all behaviorally equivalent.

Formally, two components are said to be symmetrical if they can be permuted without changing the behavior of the system. In most systems, there are several groups of components with similar behavior: each component can be permutable with any component in the same groups. In SNB, such behavioral groups are defined as *equivalence classes* on $C$.

**Definition 2 (Color Equivalence Classes).** Let us consider a discrete data type (i.e. a color in a SNB) $C$. Two colors in $C$ are symmetrical if the behavior of the system is not affected when they are swapped.
The "is symmetrical to" is an equivalence relation over $C$. Its equivalence classes $C_1, \ldots, C_n$ partition $C$ in the following way:

$$C = \bigcup_{i=1..N} C_i$$

The symmetries on the colors naturally extend to symmetries of system states. The relation "is symmetrical to" is also an equivalence relation over the set of system states, whose equivalence classes are also called symbolic states. The quotient state space is defined as the quotient of the reachability graph by this equivalence relation [6]. In favorable cases, the quotient state space is exponentially smaller than the state space.

**Decision Diagrams.** We mentioned decision diagrams in section 2.2 as a compact structure. They were first used in model checking [5] to successfully handle large state spaces. Several variants have been used since then for the efficient representation of large state spaces.

Symmetry reduction and decision diagrams can be used together. Although previous works have shown their efficiency, decision diagrams still require specific algorithms because their optimal use is not straightforward. [8] has shown that the traditional approach for the representation of complex operations on decision diagrams fails at providing an efficient solution to the computation of a quotient state space. However, the notion of homomorphism presented in section 2.2 appears to be a promising way to overcome this obstacle, as several investigations show [13,28,10]. Nevertheless, the design of algorithms for symmetry reduction using decision diagrams is still a challenging problem.

### 3.2 Using Bags Information to Optimize State Space Generation

Bags provide an abstraction mechanism, especially for subsystems that generate interleaving. They thus decrease the need for partial order techniques that are incompatible with decision diagrams. This can be observed on transition enter in Fig. 1 and its unfolding presented in Fig 2. In the SNB, there is only one possible transition to be fired while, in the second model, several exist. So, if the number of symbolic states in the quotient state space remains the same, the number of firings is dramatically reduced in the case of SNB [10]. Then, we avoid several type of situations where partial order techniques could be operated.

At this stage, several techniques can be activated, based on the information carried out by bags, as provided in SNB. We list these techniques before showing how they are applied to implement the transition relation.

**Technique 1: Dedicated Representation of Guards.** together with the definition of Symmetric nets, a dedicated representation for guards was introduced [7]. The objective was to preserve the information about equivalence classes in color types and thus, to enable the implementation of the so-called symbolic firing of transitions.

For instance, an expression like $v < V$ (where $v$ represents a variable and $V$ a constant in the color class $C$) implicitly defines two color equivalence classes. The first one $C_1$ contains all the values of $C$ that are smaller than $V$, and $C_2$ contains the other
values of $C$. Once the color equivalence classes have been computed, such an expression can be rewritten $v \in C_1$.

This rewriting can be generalized to any relation between a variable and a constant provided that equivalence classes are computed. Guards are then expressed using a disjunction of membership test to selected equivalence classes. For instance, inequalities between two variables leads to a partition of $C$ into $N = |C|$ singleton subclasses (i.e. such an expression breaks all the symmetries) while $=$ and $\neq$ preserve the equivalence relation.

Such a representation is painful to explicit by the modeler but it can be automatically computed on Symmetric Nets [27]. Extensions of this algorithm can be provided, considering extra operators to manage bags cardinalities.

**Technique 2: Deducing a Hierarchical Representation from the Bag Structure.** This idea has been introduced in a first reachability analysis tool for SNB [10] and its principle is roughly presented in the example for marking encoding in Fig. 3. It can also be extended to the manipulation of bags.

**Technique 3: Recursive Unfolding.** this technique is efficient when a system (or parts of a system) can be defined recursively [19]. Let us sketch its principle on the dining philosophers problem. Instead of considering symmetries “horizontally” (e.g. all philosophers share the same behavior), the idea is to consider them “vertically”. Then, $T_n$ the table of $n$ can be decomposed in a recursive way:

\[
T_n = 2 \times \underbrace{T_{\frac{n}{2}} + \text{interactions}} + \text{interactions} = 2 \times \frac{1}{2} \text{tables}
\]

\[
= 2 \times \underbrace{2 \times T_{\frac{n}{4}} + \text{interactions}} + \text{interactions} + \text{interactions} = 4 \times \frac{1}{4} \text{tables}
\]

\[
\vdots
\]

until $T_2$ (the “elementary” table with 2 philosophers) is reached. This technique, when it applies for regular systems, proved to be extremely efficient thanks to a recursive hierarchical encoding (which is possible with SDD). We show, later in this paper, that bags can be encoded recursively in a similar way to the example provided here.

**Technique 4: Anonymization.** this technique was introduced to deal with the computation of a hierarchical order to encode a state space with SDD [20]. The principle is to reuse similar patterns with a new interpretation. For instance, if we consider two sequences of affectations ($x = 4 \rightarrow y = 2 \rightarrow 1$) and ($t = 4 \rightarrow u = 2 \rightarrow 1$), one can observe that $x, y$ for the first one and $t, u$ for the second one can be considered as “contextual information”, thus reducing those two patterns to a single one.

This technique, associated with a hierarchical representation, can dramatically reduce the number of different SDD patterns, and thus, lead to a more compact storage of the state space.

These four techniques are exploited to elaborate an efficient representation in memory of the state space, as well as performant computation of the quotient state space.
Class

\[
\text{Res is } \text{Res}_1 = [1..3] \cup \text{Res}_2 = [4..6] ;
\]

Var

\[
\begin{align*}
&\text{r1 in } \text{Res}_1 ; \\
&\text{r2 in } \text{Res}_2 ;
\end{align*}
\]

\[
\begin{tikzpicture}[node distance=1em, on grid]
\node [state] (init) {\text{free Res}};
\node [state,accepting] (final) at (2,0) {\text{busy Res}};
\node [state] (assign) at (1,0) {\text{assign}};
\draw [->] (init) -- node [above] {\text{assign}} (assign);
\draw [->] (assign) -- node [above] {\text{assign}} (final);
\end{tikzpicture}
\]

\textbf{Fig. 4.} illustration of the symbolic firing, \( M = \langle \text{Res}_1.all \rangle + 4 \times \langle \text{Res}_2.all \rangle \)

3.3 Computing the Transition Relation in SNB

We detail here how efficient algorithms dedicated to SNB can be deduced from the techniques identified in the previous section.

The Transition Relation. Models usually are specified in terms of a transition system, with initial states and a generic transition relation. The verification of a property then consists in an exploration of the state space. Algorithm 1 is typical of the state space generation for a model given as a set of initial states and the transition relation. Once the state space has been generated, several properties (reachability, deadlock detection, LTL, CTL formulae . . .) can be checked against it.

Depending on the type of property to be verified, this algorithm can be tweaked for improved performance. For instance, reachability and LTL formulae can be checked on-the-fly (the algorithm returns as soon as the property is verified or a counter-example is found). We do not focus on such optimizations but on the “core generation” of the state space instead.

The Transition Relation in SN. The transition relation is quite straightforward in this case. [6] introduces a framework for an efficient use of symmetries in SN. Formally, colors are separated into color equivalence classes that express the possible symmetries, as explained earlier.

Let us illustrate this framework with the SN of Fig. 4 that illustrates the affectation of resources in a system. There are two types of resources: \( \text{Res}_1 \) (one is hold at a time) and \( \text{Res}_2 \) (two copies are held simultaneously).

Since all resources in \( \text{Res}_1 \) (resp. \( \text{Res}_2 \)) are symmetrical, there are several symmetrical bindings for the variables \( r1 \) and \( r2 \) that lead to symmetrical markings.

The color equivalence classes are partitioned into dynamic subclasses, depending on the marking. For instance, \( \text{Res}_1 \) could be split into \( Z_1 \), the free resources (tokens in place \text{free}), and \( Z_2 \) the busy ones (tokens in place \text{busy}). A symbolic marking is thus expressed in terms of such dynamic subclasses. Similarly, binding the variables of a transition to dynamic subclasses rather than explicit values allows to capture several symmetrical

\begin{algorithm}
\textbf{Require:} a model \( M \) given as a set of initial states \( S_0 \) and the transition relation \( \text{Next} \)
\begin{align*}
S &\leftarrow S_0 \\
\text{repeat} & \\
S &\leftarrow S \cup \text{Next}(S) \\
\text{until} & \text{a fixpoint is reached} \\
\text{return} & S
\end{align*}
\textbf{Ensure:} \( S \) is the state space of \( M \)
\end{algorithm}

\textbf{Algorithm 1.} The state space generation algorithm
bindings at once. For instance, considering that \( \text{Res}_1 = Z_1 \cup Z_2 \) and \( \text{Res}_2 = Z_3 \cup Z_4 \), \( r_1 \) and \( r_2 \) have two possible bindings each, leading to four symbolic bindings. This number is to be compared to the nine possible explicit bindings (9 in the example).

Variables can only be bound to dynamic subclasses \( Z \) such that \( \text{card}(Z) = 1 \). This may lead to a preprocessing of the symbolic marking, called splitting in order to obtain such dynamic subclasses. Similarly, once the symbolic firing occurred, a postprocessing operation called grouping recomputes the dynamic subclasses.

Let us note that, in this case, both the description of markings and the description of bindings are represented using equivalence classes as basic representation of values. The larger the color equivalence classes, the fewer values are evaluated during the firing of transitions, and the fewer states in the quotient state space.

**The Transition Relation in SNB.** [18] extends the notion of symbolic markings and symbolic firing to SNB. The sole difference between the SN and SNB transition relations is the binding of bag variables, and the efficient computation of all the possible bindings. In SNB, classical variables are instantiated as in SN, and bag variables are instantiated with bags over dynamic subclasses. The same processes of splitting and grouping the dynamic subclasses, adapted for bags, occur.

Finding all the bindings of a transition with bag variables is always reducible to the enumeration of bags over a finite domain (the dynamic subclasses) with bounded cardinality. A naive enumeration would however suffer from the interleaving that was supposed to be avoided. We propose an approach for the efficient computations of such bindings.

A bag (or multiset) is a set where there can be several instances of some elements.

**Definition 3. Bag** Let \( C = \{c_1 \ldots c_n\} \) be a finite set. A bag \( b \) over \( C \) is a formal sum \( b = \sum_{i=1}^{n} a_ic_i \); where \( a_i \in \mathbb{N} \) is the multiplicity of the element \( c_i \).

The cardinal of \( b \) is \( |b| = \sum_{i=1}^{n} a_i \), and the support of \( b \) is the set of elements with non-zero multiplicity: \( \text{Supp}(b) = \{c_i | a_i > 0\} \).

The multiplicity of \( c_i \) may also be denoted by \( b(c_i) \).

\( \text{Bag}(C) \) denotes the set of multisets over \( C \). \( \text{Bag}_n(C) \) denotes the set of multisets over \( C \) having a cardinality of \( n \). The union, intersection and difference on sets extend naturally to multisets:

- \( b_1 \cup b_2 = \sum_{i=1}^{n} (b_1(c_i) + b_2(c_i))c_i \)
- \( b_1 \cap b_2 = \sum_{i=1}^{n} \min(b_1(c_i), b_2(c_i))c_i \)
- \( b_1 - b_2 = \sum_{i=1}^{n} \max(b_1(c_i) - b_2(c_i), 0)c_i \)
- \( b_1 \subset b_2 \) if and only if \( b_1(c) \leq b_2(c) \) for all \( c \in C \)

Note that when all the multiplicities are 0 or 1, then the bag is a set, and that all definitions above fall back to classical set definitions. Further optimizations can be obtained when the encountered bags are actually restricted to be sets, but are not detailed here as they mainly rely on classical computations over sets.

Application of technique 1 is then trivial (canonization of guards). However, it required some extensions for bags. In order to compute the set of bags having cardinal \( n \) over a set \( C \), one may use recursive definitions concerning either the cardinality of, or the support of the bags, thus applying technique 2.
**Property 1. Recursion over the cardinal**

\[
\text{Bag}_{m+n}(C) = \text{Bag}_m(C) \cup \text{Bag}_n(C) = \{b_1 \cup b_2 | b_1 \in \text{Bag}_m(C), b_2 \in \text{Bag}_n(C)\}
\]

**Property 2. Recursion over the support**

\[
\text{Bag}_n(C_1 \cup \ldots \cup C_k) = (\bigcup_{i=1}^{k} \text{Bag}_n(C_i)) \cup \text{Bag}_n^*(C_1, \ldots, C_k) \text{ where } \text{Bag}_n^* \text{ represents the bag of cardinality } n \text{ over mixed supports (i.e. involving several } C_i).\]

Properties 1 and 2 allow to represent a set of bags of a given cardinality in terms of sets of bags of smaller cardinality or smaller support.

When colors classes are split into equivalence classes, the use of property 2 reduces the problem in terms of generating sets of bags over color classes. Then, we use the recursion over bags cardinality. All together, these properties allow for an efficient divide-and-conquer generation strategy.

For instance, by carefully choosing the parameters \(n\) and \(m\) in property 1, one can represent \(\text{Bag}_n(C)\) in \(O(\log(n))\) SDD nodes. This leads to the type of recursive encoding over the structure of the bags as done by technique 3 (its principle is sketched in Fig. 5). Thus, as soon as we detect an upper bound for the cardinality of a bag over \(C\), its representation is easily elaborated based on this scheme.

Finally, technique 4 (Anonymization) can be applied to increase the sharing of common patterns. This can be applied to the markings structure (see the example presented in Fig. 3) or to the net structure (as illustrated in [20]).

It is also applicable to the recursive bag representation as illustrated in Fig. 6. The idea is to have a representation of the bag cardinalities for a generic class \(\mathcal{C}\) that can be mapped to any \(C\) or \(C_i \subseteq C\). Then, values in \(\mathcal{C}\) are only referenced by their position and the maximum cardinality of \(\mathcal{C}\) is the one of the largest type (or equivalence class). When a reference is made to \(\mathcal{C}\), the associated context is expressed using a reference to the effective class \(\mathcal{C}\) is mapped to. This relation is done at runtime when effective markings or transition bindings in the SNB are computed. By applying this principle to the recursion over bag cardinalities in Fig. 5, we get the reduced representation of Fig. 6. This technique also applies to the recursion over bag support.

All together, these techniques allow to contain the combinatorial explosion of the state space in terms of memory, as well as CPU consumption, since less calculus are needed.

**Overview of the State Space Representation.** The representation of a SNB state space is divided in three parts (see Fig. 7):

![Fig. 5. Recursion over the definition of bags](image-url)
1. the structure of the system states,
2. a sets of bags “heap”,
3. representation of bag values.

**Structure of the system states** encodes the structure of states as they are expressed in the SNB. A naive way to encode this is to list the net places in a given order. However, the hierarchy supported by SDD allows a better reuse of patterns describing parts of the SNB structure.

The representation of tokens in places refers to a “heap” storing sets of bags as a unique and shared data structure.

**Sets of bags “heap”** encodes the bags of color that can be referenced to represent tokens in places. Once again, the representation can be hierarchical, especially when bags are hold in colored tokens.

The representation of bags in tokens refers to common representation of bag.

**Representation of bag values** recursively encodes the bags referenced in the state space.

The four techniques mentioned in section 3.2 can be activated there. In particular, anonymization allows a better reuse of representation patterns in any part of the state space.

**Implementation of the Transition Relation.** As explained earlier, one of the main characteristics of SDDs is the ability for developers to use dedicated operations (homo-morphisms). To take full advantage from SDDs, the transition relation is encoded with homomorphisms. There are four steps in the transition relation [18]:

1. splitting dynamic subclasses,
2. binding the variables of each transition to splitted dynamic subclasses,
3. firing the transition,
4. canonizing the symbolic markings to group and rename dynamic subclasses.
Each step is encoded as a homomorphism, and the transition relation is the composition of these four homomorphisms. Each step is theoretically independent, but it is of interest to propagate some information from one step to the next one for optimization purposes. In our implementation for instance, the two first steps are almost merged, in order to compute as few bindings as possible.

Building these operations on top of SDDs allows to profit from the shared structure. For instance, splitting the dynamic subclasses in the marking of a place is done only once for all the markings that share it. This significantly optimizes each step, especially the costly canonization.

The presented data structures are generated on the fly by the homomorphisms when needed. Thus, the SDD representation of the system acts like a cache itself.

4 Assessment

In this section, we take several examples for which the use of SNB is of interest for modeling purpose. We then provide some performances compared to the reference tool on Symmetric Nets: GreatSPN [17].

4.1 The Examples

We selected three examples that illustrate the interest of bag-based modeling as well as the interest of bags in the optimization of state space based analysis: the deadlock-free resource manager, the salestore, and the distributor. The two first models are “toy examples” emphasizing the use of bags in tokens. The last model also benefits from the use of bags but it was designed from a case study found in the literature.

The Resource Manager Model. This is the model presented in Fig. 1 (see section 2.1). However, for the need of performances analysis, we constrained it to let processes have a maximum of three resources in their critical section. To do so, we changed the guard of transition enter into \([\text{card}(R) > 0 \text{ and card}(R) < 4]\). The scaling parameter of this example is \(n\) in the initial marking \(M_r\).

This model shows how bags can help to preserve symmetries. In order to discriminate between the transition exit (where a process and all its allocated resources are released) and the transition release (where some resources are released, but the process remains in her critical section), the SN unfolding breaks a few symmetries. This explains the difference of the number of symbolic states found by Crocodile and by GreatSPN in Table 1 (section 4.2). This is also an example of the interest of the bags in such models.
**The Salestore Model.** This model was introduced in [10] and is shown in Fig. 8. People enter the sale store through an airlock (transition airlock) with a capacity of two (of course, a single person may enter too). Then, people may buy items (at most two but possibly zero if none fits their need) and leave with the acquired items. Let us note that this example has two scalable parameters: \( P \), the number of involved people in the system and \( G \), the number of possible gifts in the warehouse. In our example, the model has been explicitly constrained: the airlock has a maximum capacity of 2 people and each customer cannot leave with more than 2 gifts.

**The Distributor Model.** This model of a coffee dispenser machine and optional features (e.g. milk, sugar, etc.) was introduced in [25] as a Feature Petri Net. We present in Fig. 9 a SNB version of this model. The machine dispenses products (place theProducts) like coffee or tea. When brewing (transition elaborate) one of these products, it may add options (place theOptions) like milk or sugar, on demand.

The machine is refilled with products and options according to the conditions on transitions addProduct and addOption respectively. Options may be enabled (transition enable) or disabled individually (transition disable) and dynamically.

The original work in [25] presenting Feature Petri nets is intended to model the behavior of Software Product Lines (SPL). That approach was proposed as a means to “ensure that all products meet their specifications without having to check each product individually”. A modular modeling framework is then proposed to incrementally build larger feature nets from smaller ones. The Feature nets are based on P/T nets. New features are thus added as new net fragments.

Our model is an adaptation of this example, showing SNB suitability to model a SPL: the specification is much more compact since, instead of adding pieces of Nets, only the definition of color types is changed. Moreover, thanks to the use of bags, scalability over the sets of features and their multiplicity in the machine configurations is guaranteed.

---

Fig. 9. The distributor example modeled with a SNB. \( M_P = x \times (\text{Products.all}) \), \( M_o = x \times (\text{Options.all}) \) and \( M'_o = (\text{Options.all}) \), \( x \) is the scaling parameter of this example.

---

1 i.e. an assembly of selected features to build a specific model (e.g. \{Coffee, Tea, Milk\}).
4.2 Performances

A first version of Crocodile was implemented and compared to GreatSPN [17] in [10]. GreatSPN is a well-known model checker for various classes of Petri Nets. Among its various capabilities, we only use its quotient state space generation features. It works with SN only, and does not use decision diagrams ².

This first study revealed that the combination of symmetries and decision diagrams is of interest: our tool was more performant than GreatSPN. However, at this stage, the management of bags was not optimized at all. This impeded performances when bags were used in tokens, while sets in tokens were appropriately handled.

For the resource manager and the salestore, we compare Crocodile2 to GreatSPN once again. We compute the quotient state space of the SNB and the unfolded SN with Crocodile2, and the quotient state space of the unfolded SN with GreatSPN. The unfolded SN of the resource manager is presented in Fig. 2 and the one of the salestore is presented in Fig. 10.

Since the distributor is too complex to unfold, we only compute the quotient graph with Crocodile2 from the SNB version. The idea is to show its capability to scale-up well. All experiments were run on a Xeon 64 bits at 2.6 GHz processor.

Table 1 reports these experiments. It displays the following information: value of the scaling parameter, number of explicit states in the system, number of symbolic states found by Crocodile2 and GreatSPN (they should be the same), time and memory to compute the quotient state space in the various versions we processed. Gray cells show that no experiment has been done for this configuration. EDNF means “execution did not finished” (more than 4 hours of processing).

Figure 11 provides charts showing the evolution of the required CPU and memory for processing the quotient state space.

A first observation is that both tools compute the same number of symbolic states for the Salestore model, a proof that our algorithm reaches the minimum quotient state space with SNB. However, this is not the case for the resource manager and this is due

² A prototype version of GreatSPN uses several variants of decision diagrams [11]: multi-way DD (MDD), multi-terminal MDD (MTMDD), and edge-valued MDD (EV+ MDD). None of these are hierarchical and they encode Stochastic P/T nets so far. Their results also show significant gain from the original version. However, we could not use this version of GreatSPN against our prototype.
Table 1. Performances of state space generation using Crocodile2 and GreatSPN

<table>
<thead>
<tr>
<th>scaling parameter</th>
<th># Explicit States</th>
<th># Symbolic States</th>
<th>Time (s)</th>
<th>Memory (KB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Crocodile2 on SNB</td>
<td>GreatSPN on SN</td>
<td>Crocodile2 SN</td>
<td>GreatSPN SN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SN</td>
<td>SN</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>SN</td>
<td>SN</td>
</tr>
<tr>
<td>Resource manager</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02</td>
<td>$1.8 \times 10^9$</td>
<td>4</td>
<td>8</td>
<td>0.02</td>
</tr>
<tr>
<td>04</td>
<td>$2.2 \times 10^9$</td>
<td>12</td>
<td>38</td>
<td>0.04</td>
</tr>
<tr>
<td>06</td>
<td>$7.2 \times 10^9$</td>
<td>27</td>
<td>116</td>
<td>0.24</td>
</tr>
<tr>
<td>08</td>
<td>$4.5 \times 10^9$</td>
<td>53</td>
<td>289</td>
<td>1.23</td>
</tr>
<tr>
<td>10</td>
<td>$4.8 \times 10^9$</td>
<td>94</td>
<td>621</td>
<td>6.12</td>
</tr>
<tr>
<td>12</td>
<td>$8.2 \times 10^9$</td>
<td>295</td>
<td>EDFN</td>
<td>3185</td>
</tr>
<tr>
<td>20</td>
<td>$7.7 \times 10^9$</td>
<td>717</td>
<td>EDFN</td>
<td>2941</td>
</tr>
<tr>
<td>22</td>
<td>$4.3 \times 10^9$</td>
<td>973</td>
<td>6131</td>
<td>4192</td>
</tr>
<tr>
<td>23</td>
<td>$3.5 \times 10^9$</td>
<td>EDFN</td>
<td>EDFN</td>
<td>EDFN</td>
</tr>
<tr>
<td>Salestore</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>02</td>
<td>$2.9 \times 10^9$</td>
<td>13</td>
<td>13</td>
<td>0.01</td>
</tr>
<tr>
<td>04</td>
<td>$4.2 \times 10^9$</td>
<td>60</td>
<td>60</td>
<td>0.13</td>
</tr>
<tr>
<td>06</td>
<td>$1.5 \times 10^9$</td>
<td>180</td>
<td>180</td>
<td>0.94</td>
</tr>
<tr>
<td>08</td>
<td>$9.4 \times 10^9$</td>
<td>425</td>
<td>425</td>
<td>5</td>
</tr>
<tr>
<td>10</td>
<td>$9.7 \times 10^9$</td>
<td>861</td>
<td>861</td>
<td>23</td>
</tr>
<tr>
<td>12</td>
<td>$1.6 \times 10^9$</td>
<td>3336</td>
<td>EDFN</td>
<td>500</td>
</tr>
<tr>
<td>20</td>
<td>$1.3 \times 10^9$</td>
<td>9196</td>
<td>5010</td>
<td>2157</td>
</tr>
<tr>
<td>22</td>
<td>$7.0 \times 10^9$</td>
<td>12948</td>
<td>10030</td>
<td>4596</td>
</tr>
<tr>
<td>23</td>
<td>$5.6 \times 10^9$</td>
<td>EDFN</td>
<td>EDFN</td>
<td>EDFN</td>
</tr>
<tr>
<td>24</td>
<td>$4.5 \times 10^9$</td>
<td>9357</td>
<td>9357</td>
<td>2419</td>
</tr>
<tr>
<td>25</td>
<td>$3.8 \times 10^9$</td>
<td>EDFN</td>
<td>EDFN</td>
<td>EDFN</td>
</tr>
<tr>
<td>Distributor</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>01</td>
<td>$2.2 \times 10^9$</td>
<td>64</td>
<td>0.11</td>
<td>2740</td>
</tr>
<tr>
<td>02</td>
<td>$1.4 \times 10^9$</td>
<td>560</td>
<td>0.84</td>
<td>3936</td>
</tr>
<tr>
<td>03</td>
<td>$1.6 \times 10^9$</td>
<td>2400</td>
<td>4</td>
<td>7064</td>
</tr>
<tr>
<td>04</td>
<td>$8.9 \times 10^9$</td>
<td>7700</td>
<td>14</td>
<td>13760</td>
</tr>
<tr>
<td>05</td>
<td>$3.4 \times 10^9$</td>
<td>20384</td>
<td>43</td>
<td>26768</td>
</tr>
<tr>
<td>06</td>
<td>$1.0 \times 10^9$</td>
<td>47040</td>
<td>108</td>
<td>46224</td>
</tr>
<tr>
<td>07</td>
<td>$2.5 \times 10^9$</td>
<td>97920</td>
<td>236</td>
<td>71436</td>
</tr>
<tr>
<td>08</td>
<td>$5.7 \times 10^9$</td>
<td>188100</td>
<td>472</td>
<td>111144</td>
</tr>
<tr>
<td>09</td>
<td>$1.1 \times 10^9$</td>
<td>338800</td>
<td>918</td>
<td>171040</td>
</tr>
<tr>
<td>10</td>
<td>$2.2 \times 10^9$</td>
<td>578864</td>
<td>1596</td>
<td>239684</td>
</tr>
<tr>
<td>11</td>
<td>$3.8 \times 10^9$</td>
<td>946400</td>
<td>2894</td>
<td>420620</td>
</tr>
<tr>
<td>12</td>
<td>$6.5 \times 10^9$</td>
<td>1490580</td>
<td>4553</td>
<td>699408</td>
</tr>
<tr>
<td>13</td>
<td>$1.0 \times 10^9$</td>
<td>2273600</td>
<td>7763</td>
<td>1070832</td>
</tr>
<tr>
<td>14</td>
<td>$1.6 \times 10^9$</td>
<td>EDFN</td>
<td>EDFN</td>
<td>EDFN</td>
</tr>
</tbody>
</table>

to the unfolding that breaks some hierarchical symmetries as we already mentioned in section 4.1.

We also observe that, for small values of the scaling parameter, GreatSPN outperforms Crocodile2 both in time and memory consumption. This is typical of the involved techniques (both decision diagram-based and symmetries-based) that have an “initial cost” due to the management of data structures, that is not compensated in the case of small state spaces. Then, curves cross when the gain in memory and CPU compensates this overhead.

For the two models we also compare with GreatSPN, we reach a stage where GreatSPN exceeds the maximum computation time. As observed in [10], the combinatorial explosion of firings is greater for GreatSPN since it canonizes more states than Crocodile2. When both are working on SN, Crocodile2 benefits from the fact that decision diagrams allow to fire and canonize a set of states at the same time. SNB bring a strong reduction of the interleaving that should increase efficiency. In fact the smaller
number of symbolic states for the SNB version of the resource manager leads to an increased efficiency of the state space generation in time (see Fig. 11a).

For those two models, we observe no increase of performances between the SNB version and the unfolded SN one (for Crocodile2). This seems mostly due to the fact that multi-linear homomorphisms have been recently implemented in libDDD and probably require some optimization when associated with hierarchical representations. We guess (this must be investigated) that there are some side effects on the cache management that impede CPU gains and memory consumption.
The distributor model is difficult to model easily with SN while its structure would depend on the numbers of products and options which is the scaling parameter (this SNB structure remains constant). However, our tool is able to scale up quite well with respect to the number of generated states.

4.3 Discussion

Evaluation of Reachability Properties. So far, our prototype only provides analysis of reachability properties. Such properties are constraints that can be checked during state space generation. This does not bring extra complexity (just a constant due to the property evaluation). Evaluation of a reachability property is done using the following schema:

- translation of the property into constraint \( c \) on the symbolic markings (expressed as a SDD),
- for each new symbolic state \( s \), compare the canonical representation of \( s \) with \( c \) (since both are SDDs, this is a fast operation).

So far, once a state verifying the property is found, the tool must reexecute the state space generation algorithm to store the list of symbolic firings leading to the identified state. Thus, verification of a reachability property may lead to building twice the state space in the worst case. This complexity is compensated by the gain in the state space generation.

Towards Evaluation of CTL Formulas. CTL formulas can be evaluated on symmetric systems provided that, either it respects the system symmetries, or the equivalence relation is computed including constraints of both the model and the property (this may degrade the model symmetries).

Crocodile2 is implemented on top of libITS [24], that provides access to SDD via high-level structuring mechanisms (synchronizations and hierarchy). This library supports the evaluation of CTL formulas when atomic propositions they refer to are expressed in a symbolic way.

CTL evaluation heavily relies on the transition relation of the system. This is why we focus on the efficiency of its implementation since it is a key issue to provide efficient CTL analysis.

Usability of Bags in Tokens. One could have some skepticism about the usability of SNB. In fact, they are good to capture some dynamic aspects that are commonly found in distributed systems when a variable number of resources is handled by an actor of the system. This is typically the case for resources in the resource manager model (Fig. 1). As shown in section 2.1, modeling of such parts with SN requires to manually bound the number of handled resources. On top of the fact that symmetries are more difficult to capture, this makes the model more complex, and each state to be handled more difficult to encode in memory.

A domain that is very suitable for SNB-based modeling is games where players carry out a variable number of objects or features. The resulting model is much simpler and its analysis benefits from the use of Bags.

Moreover, the handling of SN being included in the handling of SNB, Crocodile2 remains a good tool to perform analysis on such models.
5 Conclusion

This paper presents a method that links a modeling concept recently introduced in Petri nets, the use of bags in tokens, to some efficient state space generation techniques. This modeling concept helps the modeler increase the structuring of symmetries in a specification in a relatively “natural” manner. This bag concept (as introduced in SNB) is of particular interest when associating a variable number of items to an entity (e.g. the critical resources in the resource manager model – see Fig. 1). Such a modeling issue often occurs when modeling distributed systems. This structuring information is reused in the back-end of a model checker tool to tackle the combinatorial explosion.

One main interest of the proposed modeling concept is to reduce the need for partial order techniques. Another originality is to increase the efficiency of the combined use of symmetries-based techniques, together with hierarchical decision diagrams. This association of techniques is of interest when performing state space-based analysis of complex and distributed systems.

We have implemented the presented strategies in a tool, Crocodile2, which outperforms the previous version thanks to the intensive use of efficient data representation techniques and operations. This tool is to be integrated in the CosyVerif verification environment [12].

Early assessment of this method by means of SNB models shows increased performance of reachability analysis versus a reference tool like GreatSPN. These promising results strengthen the idea that, in order to tackle complex distributed systems analysis, combined techniques must be activated together with enabling model-level optimized constructs. However, this requires some structural analysis capabilities such as the ones provided by Petri nets.

So far, we have experimented this association on Symmetric Nets with Bags (SNB). A further objective is to generalize this concept in order to apply it to other types of notations dedicated to classes of systems exhibiting symmetries such as peer-to-peer applications or Software Product Lines. A first study in that direction [11] showed interesting results.

Another objective is the optimization of the multi-linear homomorphisms that aim at tackling the cost of non-locality when using decision diagrams. Such an improvement would benefit to all application based on decision diagrams.
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Abstract. Quantitative verification is an established automated technique that can ensure predictability and dependability of software systems which exhibit probabilistic behaviour. Since offline usage of quantitative verification is infeasible for large-scale complex systems that continuously adapt to the changing environment, quantitative runtime verification was proposed as an alternative. Using an illustrative case study of communicating, distributed probabilistic processes, we formulate the problem of quantitative steering, a runtime technique that involves system monitoring, prediction of future errors, and enforcement of system’s behaviour away from the error states. We consider a communication-based variant of steering where enforcement is achieved by modifying the contents of communication channels. Our approach is based on stochastic games, where one player is the system and the other players assume the role of the controller, and hence steering reduces to finding a controller strategy that meets the given quantitative goal. We discuss the solution to the quantitative steering problem and its extensions inspired by complex real-world scenarios.

1 Introduction

Software systems underpin the vast majority of our activities, from commerce, to manufacturing, transport and healthcare. Typical requirements for such systems are that they run in distributed and de-centralised environments; must be fault-tolerant, since devices may fail and communication media may be unreliable; and are expected to run continuously, adapting to the changes in the environment, for example user demand. Being deployed in business-critical setting, they must also behave in a predictable and dependable manner.

Formal verification techniques such as model checking [10] have proved particularly useful in preventing errors in the deployed software. Formal verification is used mainly in an offline fashion, though there have been recent efforts to integrate it within autonomic systems [9], where adaptive behaviour can be handled by applying concepts from control such as feedback loops. In this context, software is monitored at runtime, its behaviour analysed against given requirements, and, if deviation is detected, instructions are issued to steer its behaviour accordingly. In cases where software systems can exhibit failure and must comply with resource limitations, the modelling frameworks typically allow for probabilistic behaviour and annotation with appropriate quantities to represent the
incurred cost, e.g. energy usage. Quantitative verification \cite{19} is a technique which combines formal verification with numerical computation, and is able to automatically answer the questions such as “what is the maximum probability of reaching an error state?”, and “what is the expected energy usage in the start up phase?”. Quantitative verification techniques have been implemented, e.g., within the PRISM model checker \cite{20}. PRISM has been successfully used to verify a range of quantitative/probabilistic temporal properties, in some cases discovering critical flaws.

The offline application of quantitative verification, however, is usually infeasible in the context of large-scale complex systems \cite{24}. The main culprit is state-space explosion in conjunction with the inherent complexity of the analysis methods that are involved. A quantitative runtime verification approach was recently proposed \cite{2,16,1} as an alternative, complementary analysis method. We adopt this approach, and focus on the following system characteristics:

- adaptivity in presence of probabilistic choice: we explicitly model failure using probability distributions, and allow for continuous changes as the system evolves, including changes to probability values and system transitions;
- resource limitations: we model resource limitatations, for example finite message queue sizes, by placing quantitative bounds on them;
- partial observability: we assume that, while we have a formal model over-approximating the behaviour of the processes, we know nothing about their current internal state other than what we can infer from the model and the communication history.

In this paper we formulate the problem of quantitative runtime steering for large-scale complex systems that exhibit the above characteristics. The (non-quantitative) steering problem has been earlier solved in the context of distributed systems \cite{26}, where a model checker has been used to predict and prevent future inconsistencies. As a representative setting, we consider systems comprising a number of distributed probabilistic processes, communicating through message channels. We assume that each process is modelled as a Markov decision process (see the next section for details) and the system is constructed through parallel composition of those. To enable steering, we allow an explicit controller process who can use the channels both as a source of information (to try to determine the actual system state) and as a steering medium (by altering the channel contents). We then take a stochastic game view \cite{8} of the system, where, in addition to a randomised player that deals with probabilistic transitions, we have:

- player 1 representing the decisions of a controller, striving to ensure that the required quantitative property holds; and
- player 2 representing the combined decisions of the system components, which in order to cover the worst possible scenario is usually assumed to be malicious.

In \cite{8}, a reward-based temporal logic and verification algorithms were proposed for turn-based stochastic games and implemented as an extension of PRISM \cite{23}.
The logic can express properties such as “player 1 has a strategy to ensure that the maximum probability of reaching a final state is at least 0.99, regardless of the strategy of any other player”. Here, for simplicity, we assume that the controller’s goal is to ensure a safety objective, namely the avoidance of a given set of error states. As a secondary goal, we want the controller to achieve this objective in the least intrusive way possible. We model this requirement by associating a cost with every alteration of the channels; this naturally leads to the definition of the steering problem in terms of a generation of a controller strategy that meets the stated quantitative goal.

To illustrate our approach, we introduce a motivating case study which forms the basis of our discussions. We then describe how to solve the steering problem outlined above, at first treating a simplified variant which can be solved exactly using existing methods. As mentioned above, due to the adaptivity and partial observability, this exact solution will be inappropriate for very large systems; in the following sections we discuss how to adapt the method to a variety of harder scenarios inspired by real-world complex systems. We conclude the paper by summarising future research in this area.

Related Work. The idea to incorporate the use of formal methods at runtime dates back to the work of Crow and Rushby [11] on fault detection, identification and reconfiguration. Subsequent developments include the framework of [22]. In [20], a model checker executed from the current local state has been used to predict and prevent future inconsistencies in a distributed system. In the quantitative runtime setting, a number of approaches have been proposed for different types of models, to mention the autonomic approach of [21] for discrete- and continuous-time Markov chains, parametric techniques of [15,16] for discrete time Markov chains and the incremental approach of [21] for Markov decision processes. Partially observable Markov decision processes are known to be infeasible, but a promising partial approach to adversary generation was recently proposed in [18]. Stochastic games have been a very active research topic, see e.g. [13,7,3]. A survey of results can be found in [5] and an overview of partially observable stochastic games in [4]. The majority of the work has been theoretical, and we are aware of only two implementations, GIST [6] for synthesis and PRISM-games for quantitative verification [8,23]. Our paper is the first to propose stochastic game techniques as a solution to quantitative runtime steering.

1.1 Case Study

Consider the following example, motivated by a cloud computing scenario, for distributing a workload of tasks among a number of processing units. We are given processing units $P_1, \ldots, P_n$ arranged in a network (see Figure 1). For the sake of simplicity, the network topology we use in this example is a ring of processes, each of which can communicate with other processes up to two positions away, and with an environment process.

Figure 2 shows the abstract specification for process $P_r, r \in \{1, \ldots, n\}$. The process executes the following main loop:
In the idle location $q_1$, it can receive requests to perform some computation, either as a $req_r$ message from the environment, or as a $a_{i,r}$ or $b_{i,r}$ message from another process $P_i$, representing some subtask which $P_i$ generated to distribute the workload. Note that $i$ serves as a free variable, which parameterizes families of actions ($a_{i,r}$ and $ack_{i,r}$) and locations ($q_{1,i}$) in $P_r$. The process moves to $q_2$, storing the client process id in variable $m$ (a value of 0 representing the environment).

In each of the busy locations $q_2, q_3, q_4$, further requests from another $P_i$ are rejected using a $nack_{r,i}$ message.

In locations $q_2$ and $q_3$, the process makes a probabilistic decision about whether or not to issue a subrequest of type $a$ or $b$, respectively. If the answer is positive, it then chooses a recipient, by calling the auxiliary function $pick~j$ (resp. $pick~k$), which

- assigns to $j$ (resp. $k$) a neighbour id chosen uniformly at random, excluding the current values of $j, k, m$, and
- increases the counter $tries$, and sending an $a_{r,j}$ (resp. $b_{r,k}$) message.

In $q_4$, the process checks and acts on responses:

- if $tries$ exceeds a given bound, give up and send a $nack_{r,m}$ message,
- if an $ack$ arrives from $P_j$ (or $P_k$), set $j$ (respectively $k$) to zero,
- if both $j$ and $k$ are zero, there are no pending subrequests; send an $ack$ message,
- if either $P_j$ or $P_k$ send a $nack$, choose a new recipient for the failed subrequest (again using $pick~j/pick~k$).

Note that the system is driven by user demand and does not offer a guarantee that the workload will be successfully distributed; in fact, it may fail to do so and this can be expressed using probability. This system therefore exhibits two problems. Firstly, in the case when a process fails to distribute the workload despite having tried the specified number of times, it is possible that $ack$ or $nack$ messages arrive after the $tries$ counter has exceeded the bound; these messages are not cleaned up and can confuse the process in subsequent computations. Secondly, the system may enter a configuration in which failure is unacceptably high, for example, if the workload is distributed badly between the units. Suppose the initial request leads to generation of subtasks as in Figure 3, where in the rightmost configuration processes $P_1, \ldots, P_7$ are all busy (note that these are only a subset of the full system, and some of them may still have subrequests to send). Then in that rightmost column:

- $P_5$ has only busy neighbours, so if it generates any subrequests, it will fail (after 5 attempts). The probability for this case is 0.64.
- If $P_5$ does fail, $P_3$ receives the resulting $nack_{5,3}$ and re-sends its subrequest up to 4 times; the recipient is chosen randomly from $\{P_1, P_2, P_5\}$, subject to the condition that the same recipient cannot be chosen in two successive attempts. Since all neighbours other than $P_5$ are busy, this will lead to a failure of the overall request with probability 0.4672 (see the case $k = 5, tries = 2$ in Figure 4).
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Fig. 1. A simple cluster of computing units. Processes $P_1, \ldots, P_n$ are arranged in a ring, each able to directly communicate with processes up to two positions away, and with the environment, which can generate requests $req_i$ for each process $P_i$. Messages $a_{i,j}, b_{i,j}$ represent subrequests from $P_i$ to $P_j$; $ack_{i,j}$ and $nack_{i,j}$ are success and failure notifications (in the latter case, $j$ can be 0, representing a notification to the environment).

Our goal is to prevent the above scenario through using a controller which cancels requests responsible for creating such contiguous overloaded regions by deleting them and injecting a $nack$ message. The idea is that the controller is able to predict that congestion is reachable in the near future, and can then select an appropriate strategy to avoid it. In the example scenario, the congestion problem could be addressed by trying to get $P_6$ to send its second subrequest to a process further down the chain, instead of its direct neighbour. In order to do this, the controller would delete the request ($a_{6,7}$ or $b_{6,7}$) and inject a $nack_{7,6}$ message.

2 Preliminaries

In this section, we formally describe the class of systems we are interested in, together the corresponding quantitative verification and steering problems. The systems comprise a number of distributed, probabilistic processes, each modelled as a Markov decision process, communicating through (bounded) channels.

2.1 Words and Word Distances

As usual, the sets of finite and infinite words over an alphabet $\Sigma$ are denoted by $\Sigma^*$ and $\Sigma^\omega$, respectively. The empty word is $\epsilon$, and the length of a word $w \in \Sigma^*$ is $|w|$.

In order to represent the intrusiveness of a steering strategy, we use a distance between words, based on the number of steps needed to transform one into the other, where a step consists of deleting or inserting a symbol (corresponding to interception or injection of a message). Specifically, we have the following definition.
Fig. 2. One process $P_r$ in the cluster. Variables $m$, $j$, and $k$ are used to store the ids of neighbours whose subrequest $P_r$ is currently processing ($m$) and to which subrequests have been sent ($j,k$). The auxiliary actions *pick j* and *pick k*, called before sending a subrequest, assign a neighbour index other than the current values of $j,k,m$ to $j$ or $k$, respectively, and increment the *tries* counter.

Fig. 3. Buildup of congestion in part of the network. Arrival of a request leads to a cascade of subrequests, eventually rendering all processes in the segment $P_1, \ldots, P_7$ busy (indicated by shading). In particular, $P_5$ is effectively isolated in the final state (rightmost column), since it has only busy neighbours. This leads to a failure probability for the overall task which is unnecessarily high.
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Fig. 4. Probabilities of overall failure in the situation shown in Figure 3, starting in the next-to-last column and abstracting away all details except the values of $k \in \{1, 2, 5\}$ and the tries counter in $P_3$. The subrequest can only succeed (with probability 0.36) when $k = 5$; the value of $k$ must change in each iteration.

**Definition 1.** Let $\Sigma$ be an alphabet, and let $\gamma = (\gamma_-, \gamma_+)$ consist of the cost functions $\gamma_-, \gamma_+: \Sigma \to \mathbb{N} \cup \{\infty\}$. This gives rise to a weighted directed graph $G_{\Sigma, \gamma} = (\Sigma^*, E, w)$, where $E$ consists of all pairs of the form $(xay, xy), (xy, xay)$ for $a \in \Sigma$ and $x, y \in \Sigma^*$, and the edge weight $w$ is given by $w(xay, xy) = \gamma_-(a)$ and $w(xy, xay) = \gamma_+(a)$.

The (weighted edit) distance $d_{\gamma}(u, v)$ between words $u, v \in \Sigma^*$ is the minimal weight of a path from $u$ to $v$ in $G_{\Sigma, \gamma}$.

**2.2 Markov Decision Processes**

**Definition 2.** Given a set $S$, a finitely supported probability distribution on $S$ is a function $\Delta : S \to \mathbb{R}_{\geq 0}$ such that $\Delta(s) = 0$ for all but finitely many $s \in S$ and $\sum_{s \in S} \Delta(s) = 1$. We denote the set of all such distributions on $S$ by $\mathcal{D}(S)$.

**Definition 3.** A Markov decision process (MDP) is a tuple $A = (Q, \Sigma, q_0, T)$, where

- $Q$ is a set of states, including the initial state $q_0 \in Q$,
- $\Sigma$ is an alphabet of actions, and
- $T : Q \times \Sigma \to \mathcal{D}(Q)$ is a partial transition function.

The action alphabet represents the possibility of nondeterministic choices in $A$, which can be resolved by an adversary. In its most general form, this adversary makes a probabilistic choice between actions based on the history, i.e. it is given as a function $\sigma : Q^* \to \mathcal{D}(\Sigma)$. For any such adversary and any temporal property $\varphi$ defining a measurable set $[\varphi] \subseteq Q^\omega$ of paths, we get a probability $p_\varphi(A)$ of the...
behaviour of $A$ satisfying $\varphi$ in standard fashion. The supremum $\sup_{\sigma} p^\sigma_A(\varphi)$ and infimum $\inf_{\sigma} p^\sigma_A(\varphi)$ are denoted by $p^{\max}_A(\varphi)$ and $p^{\min}_A(\varphi)$, respectively.

For simplicity, we will restrict ourselves to pure memoryless adversaries, given by functions $\sigma : Q \rightarrow \Sigma$, which suffice for the case of safety/reachability properties.

2.3 The Simple Steering Problem

We first introduce a version of the steering problem which, at least in principle, can be solved exactly using existing methods. In the next section, we will discuss some complications which are typical for real-life scenarios.

We consider systems modelled as a parallel composition of a number of processes, each given as an MDP, communicating through (bounded) message channels. In particular, the alphabet of each process consists of three subsets: internal actions, as well as send and receive actions along the channels. Formally, we have the following.

Definition 4. A Probabilistic Bounded Channel System (PBCS) is given by $S = (A, C, \beta, \gamma)$, where

- $A = \{A_1, \ldots, A_k\}$ is a finite set of MDPs $A_i = (Q_i, \Sigma_i, q^0_i, T_i)$,
- $C = \{\Gamma_{i,j} \mid i, j \in \{1, \ldots, k\}, i \neq j\}$ is a set of message alphabets, whose disjoint union we denote by $\Gamma$,
- $\beta : C \rightarrow \mathbb{N}$ is a channel bound function, and
- $\gamma = (\gamma^-, \gamma^+) \in \Sigma$ is a pair of cost functions on $\Gamma$,

such that, for $i = 1, \ldots, k$, the alphabet $\Sigma_i$ in $A_i$ is the union of a set $A_i$ of local actions, $\{a^? \mid a \in \Gamma_{j,i} \text{ for some } j\}$, and $\{a^! \mid a \in \Gamma_{i,j} \text{ for some } j\}$.

A (global) state $s = (l, c)$ of $S$ consists of

- a tuple $l = (l_i)$ of local states $l_i \in Q_i$ for each $i$, and
- a tuple $c = (c_{i,j})$ of channel contents $c_{i,j} \in \Gamma_{i,j}$ for all $i \neq j$.

We denote the set of global states by $Q_S$. The initial global state $s^0$ is given by $l_i = q^0_i$ for all $i$ and $c_{i,j} = \epsilon$ for all $i \neq j$.

A transition of this system corresponds to a transition in one of its processes, which, as a side effect, may add a new message to an outgoing channel (if the action was a send) or consume a message from an incoming channel (if it was a receive). These two types of non-local transitions may only happen if the channel in question is not full or empty, respectively. Formally, we define the transition relation of the composed system $S$.

Definition 5. Let $S = (A, C, \beta, \gamma)$ be a PBCS and $s = (l, c)$ its global state.

- For $q \in Q_i$, $s[q] = (l', c)$ is obtained by replacing the location $l_i$ of $A_i$ in $l$ with $q$, i.e. $l'_i = q$ and $l'_j = l_j$ for $j \neq i$.
- For $\Delta \in \mathcal{D}(Q_i)$, $s[\Delta] \in \mathcal{D}(Q_S)$ is the distribution defined by $s[\Delta](s[q]) = \Delta(q)$ for $q \in Q_i$ and $s[\Delta](s') = 0$ otherwise.
For \( a \in \Gamma_{i,j} \), a.s = \((l, c')\) and s.a = \((l, c'')\) are obtained by appending a to the front or back, respectively, of the channel contents \( c_{i,j} \):

- \( c'_{i,j} = a.c_{i,j} \) and \( c''_{i,j} = c_{i,j}.a \);
- \( c'_{r,s} = c''_{r,s} = c_{r,s} \) otherwise.

Then the transitions in \( A_i \) translate into the following system transitions for all \( s = (l, c) \):

- if \( a \in A_i \) and \( T_i(q_i, a) = \Delta \), then \( T(s, a) = s[\Delta] \);
- if \( a \in \Gamma_{i,j}, |c_{i,j}| < \beta(\Gamma_{i,j}) \) and \( T_i(q_i, a!) = \Delta \), then \( T(s, a!) = (s.a)[\Delta] \);
- if \( a \in \Gamma_{j,i} \) and \( T_i(q_i, a?) = \Delta \), then \( T(a.s, a?) = s[\Delta] \).

Thus the composed system induces an MDP \((Q_S, \Sigma, s^0, T)\) over the global states, and our goal is to ensure that this MDP satisfies a given safety property, expressed as a subset \( E \subseteq Q_S \) of error states to be avoided.

In order to do this, we assume a controller whose task is to steer the system away from the bad states. This controller cannot directly influence the decisions of the system processes, but has access to the communication channels, and can remove or insert messages. The set of controller transitions is thus given by \((l, c) \Rightarrow (l, c')\) for all \( l, c, c' \). The cost of such a transition is the sum of the distances between the channel contents in \( c \) and \( c' \), i.e. \( d((l, c), (l, c')) = \sum_{i \neq j} d_i(c_{i,j}, c'_{i,j}) \).

This gives rise to a stochastic game structure between the system and the controller. One round of this game consists of the system executing an enabled system transition, followed by a probabilistic choice according to the resulting distribution, and the controller executing one of its transitions, i.e. altering the channel contents.

**Definition 6.** The steering game \( G_S = (N, I, M, c) \) for a PBCS \( S = (A, C, \beta, \gamma) \) consists of:

- the set \( N = N_S \cup N_C \) of nodes, where
  - \( N_S = Q_S \times \{0\} \) is the set of system nodes, containing the initial node \( I = (s^0, 0) \),
  - \( N_C = Q_S \times \{1\} \) is the set of controller nodes,
- the set \( M = M_S \cup M_C \) of moves, where
  - \( M_S \) is the set of system moves \( \{(s, 0), \Delta' \} | s \Rightarrow \Delta, \Delta'(s, 1) = \Delta(s) \) for all \( s \),
  - \( M_C \) is the set of controller moves \( \{(s, 1), (s', 0)\} | s \Rightarrow s' \), and
- \( \pi : M \rightarrow \mathbb{N} \) gives the cost of a move, where \( \pi(m) = 0 \) for \( m \in M_S \) and \( \pi((s, 1), (s', 0)) = d_\gamma(s, s') \) represents the total cost of steering operations to obtain \( s' \) from \( s \).

A play of \( G_S \) is an infinite sequence of nodes \( p = n_0, n_1, \ldots \) such that \( n_0 = I \) and, for all \( i, (n_i, n_{i+1}) \in M \).
We are interested in the long-run cost of such plays. Since a play is in general infinite, we cannot simply add up all the costs of its moves, because this sum would diverge. A standard solution to this problem is to use the discounted payoff of \( p \), which is defined in terms of a suitably chosen discount factor \( \lambda \in (0,1) \), as the infinite sum

\[
\sum_{k=1}^{\infty} \lambda^k c(n_{k-1},n_k).
\]

The behaviour of the system and controller players is given in terms of strategies \( \sigma_S : N_S \to D(N_C) \) and \( \sigma_C : N_C \to N_S \) such that \((n,\sigma_S(n)) \in M_S\) for all \( n \in N_S \) and \((n,\sigma_C(n)) \in M_C\) for all \( n \in N_C \). Any choice \( \sigma = (\sigma_S,\sigma_C) \) of strategies turns the game into a Markov chain \( M_\sigma = (N,n^0,T) \) in the standard fashion \footnote{}, with the probability distribution \( T(n) \) given by \( T(n) = \sigma_S(n) \) for \( n \in N_S \) and \( T(n)(\sigma_C(n)) = 1 \) for \( n \in N_C \).

The expected discounted payoff for \( \sigma_S,\sigma_C \) and discount factor \( \lambda \) is then given by the limit

\[
\eta_\lambda(\sigma_S,\sigma_C) = \lim_{k \to \infty} p_k
\]

of the sums

\[
p_k = \sum_{n_1,\ldots,n_k \in N} T(n_0,n_1) \cdots T(n_{k-1},n_k)(\lambda^1c(n_0,n_1) + \cdots + \lambda^k c(n_{k-1},n_k)).
\]

In order to solve the steering problem described above, we need to find a controller strategy \( \sigma_C \) with two properties, as defined below.

**Definition 7.** A \( \lambda \)-optimal strategy for a steering game \( G \) and a set \( E \) of error states is a controller strategy \( \sigma_C \) which

1. avoids the error states, i.e. reaches \( E \) with probability 0 in \( M(\sigma_S,\sigma_C) \) for all system strategies \( \sigma_S \), and
2. among the strategies satisfying the first property, minimizes the worst-case expected discounted payoff, i.e. the supremum \( \sup_{\sigma_S} \eta_\lambda(\sigma_S,\sigma_C) \).

In the next section we discuss ways of finding a \( \lambda \)-optimal strategy, if it exists (which it may not, if the safety condition cannot be guaranteed).

## 3 Attacking the Steering Problem

### 3.1 The Simple Version

We will first consider the simplest version of the steering problem as presented in the previous section, assuming a fixed system and full observability, by which we mean that the controller is aware of the internal state of the system processes. In this case, the problem has a straightforward solution using existing methods:

1. Compute the full game graph \( G_S = (N,I,M,c) \).
2. Determine the unsafe region \( U \), starting from the set \( E \) of error nodes and iteratively adding the following sets until a fixpoint is reached:
   - all system nodes \( n \in N_S \) for which there is \( \Delta \in D(N) \) and \( n' \in U \) with \((n,\Delta) \in M_S \) and \( \Delta(n') > 0 \);
   - all controller nodes \( n \in N_C \) such that \( n' \in U \) for all \( n' \) with \((n,n') \in M_C \).
3. If $U$ contains $I$, give up: we cannot avoid the error. Otherwise, remove $U$ and all incident transitions from $G_S$, and use the existing algorithms [12] to find an optimal strategy for the resulting discounted payoff game on $N \setminus U$.

Unfortunately, the case of large-scale complex systems is much more complicated, and this simple solution is no longer appropriate. Some prominent difficulties are:

1. The state space, even if finite, (for example, because the processes are actually finite-state abstractions), is huge, making the explicit construction of the full game graph impractical.
2. If we allow for continuous system adaptation, this would, in our setting, manifest itself as changes to parameters such as transition probabilities, channel sizes, or cost functions. This calls for incremental quantitative verification techniques [21], which can be executed at runtime, reacting to system changes.
3. Full observability is unrealistic: all we can really expect the controller to see is the communication behaviour of the processes, i.e. the channel contents. In particular, we have to assume that processes could perform arbitrarily many unobservable internal transitions between communications, i.e. a system move would consist of a sequence of local transitions followed by a send or receive transition.

Note that the latter two points also imply that we can no longer hope to guarantee the safety property. Instead, we aim at a best-effort approach, which, in this context, we take to mean an attempt to avoid (or, in the partial observability scenario, minimize the probability of reaching) the error states within some number of steps.

We will now describe an approach which addresses the first two points; partial observability introduces some rather fundamental issues and will be discussed in Section 4.

3.2 Runtime Verification

In order to tackle the more general case, we use a runtime approach, which only explores a bounded part of the state space in any given step. Specifically, we assume given a suitable lookahead $L \in \mathbb{N}$ such that the goal in each step is to find a minimum-cost controller strategy to avoid the error states for at least $L$ steps, starting from the current state $s$. Note that, in this case, we can simply add up the costs of a play with no need for a discount factor.

This problem can be formalized using the techniques developed in [8]. For the original game $G_S = (N, I, M, c)$ and the error states $E$, define the set of error nodes $N_e := \{(s, i) \mid s \in E, i \in \{0, 1\}\}$, and consider the modified game $G'_{S,E,L,s} = (N', I', M', c')$ starting in $s$, where

- $N' = N \times \{0, \ldots, L\}$,
- $I' = (s, 0, 0)$,
- $M' = M'_S \cup M'_C$ with
• the system moves $M'_S$ given by
  $\{(n, i, \Delta') \mid n \notin N_e, (n, \Delta) \in M_S, \Delta'((n', i)) = \Delta(n') \text{ for all } n'\}$, and
• the controller moves $M'_C$ given by
  $\{(n, i, (n', i+1)) \mid n \notin N_e, (n, n') \in M_C, i < L\}$,
  $c'((n, i), (n', i')) = c(n, n')$ for all $n, n', i, i'$.

Intuitively, we have augmented the original game with a counter which is incremented on each controller move. The error states become sinks from which no escape is possible. The controller then strives to reach the states where the counter has the value $L$, avoiding the error states up to this bound on the number of states, but without guaranteeing that the error states will be avoided in future.

We thus need to find the minimum-cost controller strategy to reach the set of goal nodes $G = \{(n, L) \mid n \in N\}$, where the cost of not reaching them (due to a failure to avoid the error states) is infinite. In the logic $rPATL$, which is an extension of the logic ATL with the probabilistic and reward operators, this can be expressed as $\varphi \equiv \langle \langle \{C\} \rangle \rangle_{R_{\text{min}}}^{F_{\infty} g}$, where $C$ is the controller player, and $g$ is an atomic proposition labelling the goal states.

The overall solution then proceeds as follows: in each step, use the model checking algorithm from \cite{8} to find the strategy solving the $rPATL$ formula $\varphi$ on the game $G'_{S,E,L,s}$ starting in the current state (note that this includes taking into account any changes in the model); make any changes which are immediately required by this strategy; and await the next system transition.

If the error condition is based on the states of just a small number of processes, this approach can be augmented using a form of target enlargement by first computing, for this subsystem, the set $U$ of unsafe states (as defined in the simple case). The cylinder over $U$ (i.e. the system states where the relevant processes are in an $U$-state) is then used in place of $E$.

4 Extensions

The game-based approach to the quantitative runtime steering problem that we introduced in the previous section is sufficient for the simplified setting, but not for many realistic large-scale complex systems scenarios. In this section, we use our framework as a basis to discuss a number of challenging variations. We briefly describe them and suggest possible solutions.

4.1 Compositional Analysis

In case the error condition is given in terms of some local error states in a subset of processes, it is tempting to try analysing these processes in isolation. If the bound $L$ is relatively small, it may well be possible that the message channels to some of these processes are sufficiently full so that the behaviour of the other

\footnotetext[1]{An implementation of strategy generation for the logic $rPATL$ is in progress, extending the functionality of \cite{23}.}
processes cannot influence them within this number of steps. Even if this is not
the case, there may only be a small number of messages which could be both
sent and received before the time bound, allowing us to restrict the analysis of
the processes not contributing to the error.

4.2 Partial Observability

In order to cope with partial observability, the controller needs to keep track
of the states in which the system processes might be, and the corresponding
probabilities. The recent paper [4] gives a good overview of the complexity of
this problem in general stochastic games.

The classic approach to this problem occurs in the case of partially observable
Markov decision processes (POMDPs) \( M = (Q, \Sigma, O, \Delta^0, T, o) \), which are MDPs
extended with a set \( O \) of observables and an observation function \( o : Q \to O \).
The idea is that an observer infers at each step a distribution \( D_i \) based on \( D_{i-1} \),
the action \( a_i \), and the observation \( o(q_i) \); these distributions are referred to as
belief states.

The channel systems we are considering are an extreme case, in that we only
have the actions available, corresponding to a trivial (singleton) \( O \). The controller
could then maintain a sequence of belief states \( \Delta_i \), starting with the Dirac dis-
tribution \( \Delta_0 \) such that \( \Delta_0(s^0) = 1 \), and updating based on the observed actions
\( c_i \). Let \( S_i \subseteq Q \) be the support of \( c_i \), i.e. the set of states \( q \) for which \( T(q, c_i) \)
is defined, and let \( p_i \) be the probability \( \sum_{q \in S_i} \Delta_i(q) \) of \( S_i \) in \( \Delta_i \). After \( c_i \) is
observed, the new belief state is

\[
\Delta_{i+1}(q) = \sum_{q' \in S_i} \Delta_i(q') T(q', c_i, q) / p_i.
\]

This could then be combined with the steering game as described in the previ-
ous section, where we now have an initial distribution \( (\Delta_i) \) instead of an initial
state. One problem with this approach is that the support of the distributions
involved might grow substantially over time. For the belief states, this can be
addressed to some extent by realizing that we can maintain individual distribu-
tions for the processes instead of one distribution over product states, which
could complement the compositional approach when it is viable.

So far, while we have treated the internal state of processes as unobservable,
we were still assuming that the controller knows about all actions which occur.
There are two quite realistic deviations from this which make the analysis much
darker:

- There may be a delay between the time when an action occurs and the time
  when the controller becomes aware of it. This can be treated as a special
case of incomplete information and dealt with as in [25].
- Some or all internal actions can be silent. In particular, since the controller
cannot know about their occurrence, in this case a system step would ac-
tually consist of some number of such silent transitions followed by an
observable one. The example in Figure 5 illustrates this situation: when
Fig. 5. State inference in systems with silent transitions. Even if the process is known to be in $s_0$ initially, the presence of $\tau$-transitions means that, when observing an $a!$-event, we only know that the state was in $\{s_0, s_1, s_2\}$ before.

observing an action, there are several possible sequences of silent actions which might have occurred (in this case, $\tau_1, \tau_2$, or neither) resulting in several possible belief states $\{s_0, s_1, 0.5s_1 + 0.5s_2\}$, with the successor states $\{0.3s_0 + 0.7s_2, s_0, 0.5s_0 + 0.2s_1 + 0.3s_2\}$. Pursuing this naive extension of the belief state-based analysis leads to exponentially growing sets of distributions, which suggests the need for more compact (and less precise) representations for the possible process states.

4.3 Multi-way Communication Channels

The communication in our system model uses point-to-point channels, each with a dedicated sender and receiver. It would be interesting to generalize this to channels with arbitrary sets of readers and writers. Adapting the basic algorithms to this setting is straightforward (it changes the set of system transitions, which just needs to be reflected in the game structure), but the compositional approach described above becomes more difficult, since the assumptions about the possible interactions within the chosen time frame are no longer valid.

4.4 Soft Errors

We have so far used the assumption that the error states should be avoided if at all possible. Alternatively, one can consider situations in which they are merely undesirable and can be recovered from. In this case, instead of a safety property, the goal of the controller could, for example, be to minimize the time spent in these error states; more generally, we could assign a separate cost function to states and look for controllers minimizing the discounted long-term cost. If combined with the action-based cost function, this leads to multi-objective properties for stochastic games, about which very little is currently known; see [14,17] for multi-objective model checking algorithms and implementation for MDPs.
5 Conclusion and Future Work

In this paper we have formulated the problem of quantitative runtime steering for large-scale complex systems modelled as a parallel composition of Markov decision processes communicating through bounded channels. We have shown how the simplified setting can be solved by employing stochastic games, and reduces to finding a controller which meets a given quantitative goal by manipulating the channel contents. Real-world scenarios are, however, more complex, and we have outlined the challenges and possible solutions in this case.

Quantitative runtime verification and steering are powerful new techniques that have the potential to significantly enhance fault prevention and therefore predictability and dependability of software systems. In future we will work on adding these techniques to the repertoire of automated verification.
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Abstract. Software is constantly evolving. Evolution becomes necessary to respond to changes that may occur in the requirements and/or in the environment in which it is embedded. A consequence of changes is that several activities (such as analysis, verification, code generation, deployment) need to be redone, over and over. This paper focuses on verification. Incrementality comes into play because often changes are local to restricted parts. In order to save time, it would be beneficial if instead of redoing activities from scratch after each change, the results of previous processing may be reused and composed with the results of processing restricted portions of the changed software. Incrementality becomes even more necessary when changes occur at runtime and the software itself is responsible for reacting in a self-managed manner. In this setting, the processing that needs to be performed after each change is subject to severe time constraints. The paper is a position statement on incrementality in the context of self-adaptive systems. It starts by motivating the need for incrementality and then reviews three main approaches to incremental verification that have been proposed earlier, compares their potential, and outlines promising research directions.

1 Introduction

Modern software systems are embedded in an increasingly dynamic and open world [10], which is a source of continuous change. The requirements the system is expected to satisfy change because the goals one tries to achieve through the system change over time. The domain assumptions upon which the software is built may also change, and the change may lead to violations of the requirements. The consequence of these exogenous changes is that the software system is also required to change in order to fulfil its goals.

This phenomenon is traditionally known as software evolution. Its initial recognition dates back to the 1970s (see [5, 27]). In the recent years, however, change became even more pervasive and manifested itself in new forms. Changes

* This research has been partially funded by the European Commission, Programme IDEAS-ERC, Project 227977-SMScom.
occur at runtime and must be handled at runtime. Indeed, there is a need for systems that can recognize changes and react to them in a self-managed manner, as they are running and providing service. The goal of self-adaptive software leads to the notion of software adaptation as a new form of software evolution.

Software engineering has long been concerned with supporting software evolution. Research has been focusing on developing design methods that would facilitate software evolution. The foundational work by David Parnas on design for change lead to the notions of modularity, encapsulation, interface abstractions, contracts, and so on. Languages—object- and then aspect-oriented—were also invented to effectively support program changes.

There has been also research on supporting change through incremental methods and tools. The systematic design of a software system, in fact, goes through a number of steps, which generate certain artifacts. Typically, high-level models are developed, analyzed, and transformed into increasingly more detailed descriptions and verified against certain properties. Eventually, an executable form is generated and deployed for execution. A change in the requirements or in the domain assumptions implies that the development process needs to be revisited to accommodate changes. A naive approach would consist of viewing the changes as defining a new system. An incremental approach instead would try to characterize exactly what changed and reuse as much as possible of the results of previous processing steps in the steps that must be replayed after the change. The main motivation is of course time efficiency. Time is in fact a very critical factor in change management. It is very important in the case of software evolution, to support timely development of new versions of an existing system. Because many modern systems are large, redoing the processing from scratch after each change may in fact have a severe impact on the development process. Time becomes even more important in the case of adaptation, because changes in the running system may be subject to very tight time constraints to react in order to prevent requirements violations.

Existing approaches to incrementality are unfortunately still partial, rather ad-hoc, and only cover a few steps of software development. In this paper, we argue that in order to support software evolution, we should revisit all steps of the development process with the goal of making them incremental. This becomes a fundamental issue if we wish to support software adaptation. As we will motivate in Section 2 adaptive software requires that certain activities that are normally conceived as off-line development steps must extend their scope to runtime, to provide full support to self-adaptive reactions. But to in order to comply with the tight time constraints that characterize the runtime environment, execution efficiency becomes very critical, and therefore it asks for incrementality.

This paper is a position statement on incrementality in the development of adaptive software, focusing on analysis and verification activities. In this context, the goal of incrementality may be stated as follows: Let $S$ be a system and let $P$ be a property against which $S$ has been verified. A change is a new pair $(S', P')$. An incremental verification reuses partial results of the analysis of $S$ against $P$. 
to analyze $S'$ against $P'$. The main objective is to improve time efficiency of verification.

The goal of this position statement is to provide arguments that support this view, mostly based on the author’s past and current work and planned future research. As such, it lacks completeness of the analysis of related work and avoids entering into technical details of the presented techniques, which can be found in referenced papers. The paper is organized as follows. Section 2 provides more background discussion on change, evolution, and adaptation and how they affect verification. Section 3 discusses three main approaches to incremental verification. Finally, Section 4 outlines a possible research agenda and draws some conclusions.

2 Motivations

A software system is built to satisfy certain requirements $R$, which derive from some overall goals $G$. The software system is embedded in an environment (also called domain) whose properties $D$ must be understood in order to derive the software specification $S$, which must be satisfied by the software system to ensure that the requirements $R$ are actually met. According to M. Jackson and P. Zave (2018), the software engineers who are responsible for deriving $S$ and implementing a system that satisfies $S$ must fulfill a satisfaction argument, expressed as $S, D \models R$, which can be read as:

If the specification defined by $S$ is satisfied by the software and the domain properties $D$ hold and both $S$ and $D$ are satisfied and consistent with each other, then the requirements $R$ are satisfied by the system.

The satisfaction argument must be fulfilled by software engineers when the system is initially developed. This is normally achieved by reasoning on suitable models of the software system (which correspond to $S$) and of the environment (which correspond to $D$) and providing convincing arguments that these entail satisfaction of $R$. Because of possible changes, however, these arguments are very fragile, and may be broken whenever $R$ and/or $D$ change. $R$ may change because the goals change over time, for example due to turbulence in the stakeholders’ world. $D$ may change because some of the assumptions made initially later change, or because the behavior of the environment we are dealing with intrinsically changes. In many practical cases, it is possible to predict at development time what in the environment may change at runtime. For example, we may know that in a mobile application the kind of localization method may change depending on whether the user will be indoor or outdoor. Some other times, certain environment properties that may affect the behavior of the application are hard to predict exactly at design time. As an example, the access rate to certain functions from end-users, which may affect the overall requested response time, may be difficult to predict when the system is initially designed: they may change, for example in certain seasonal peak conditions.
In all the previous cases, the assumptions $D$ made by designers when the system is initially developed may be invalidated at runtime, and may continue to change, when the system is operational. In all these cases, the reasons that may require changes in the system are discovered dynamically, by observing the running system. This is the situation in which adaptation comes into play. Adaptation deals with changes in the environment that may be detected and can be handled in a self-managed manner. The application itself must be capable of monitoring the data that may indicate a change in the environment’s behavior. Often, the collected data must be abstracted—e.g., through a machine-learning step—into higher-level phenomena on which the software itself can reason to understand whether an adaptation is required to continue to satisfy the requirements. And finally—if necessary—the adaptation must take place as the system is running.

In previous work \cite{4,7}, it has been shown that in order to support the above reasoning features, a model of the system and of the environment must be kept alive at runtime. Models at runtime must be checked to prove the same satisfaction arguments that were verified at design time and may now be violated at runtime, leading to an adaptation. The need for runtime verification to possibly detect requirements violation and decide proper reactions asks for efficient verification procedures, which must decide within stringent time constraints. Often, the very nature of the application requires self-adaptation (and hence verification) to be completed within hard deadlines. Because runtime changes are by their nature incremental (only a few phenomena change at each time point) and because changes may occur very frequently, the opportunities for incrementality should be fully exploited.

Although our main motivations originate from the need for continuous adaptation at run time, incrementality would be highly beneficial also in the context of agile software development and explorative design, where change is an intrinsic and distinctive feature.

3 Approaches

In this section we review three approaches to incrementality. The review is not meant to be complete, in the sense of coverage of all possible approaches that were proposed in the past. Also, it does not aim at providing a taxonomy of possible approaches. It does, however, try to provide a perspective in which the author’s past and future work in this area can be positioned. The approaches we are going to present fall under the following three broad categories: incrementality by change encapsulation, incrementality by change anticipation, and syntax-driven incrementality.

\footnote{The reader may refer to \cite{6} for an excellent discussion of the precise meaning of the term adaptive software.}
3.1 Incrementality by Change Encapsulation

The first approach we discuss is a direct consequence of design for change. It applies compositional reasoning to a modularized system through an approach that commonly is called assume-guarantee. The system is viewed as a parallel composition of modules, each of which has to guarantee a certain property, that corresponds to its contract subscribed with the other modules. The key idea of assume-guarantee reasoning \cite{22,29} is that we show that module $M_1$ guarantees certain properties $P_1$ on the assumption that module $M_2$ delivers certain properties $P_2$, and vice versa for $M_2$, and then claim that the system composed of $M_1$ and $M_2$ (i.e., both running and interacting together) guarantees $P_1$ and $P_2$ unconditionally. Verification methods of this kind are called compositional because they allow one to reason about $M_1$ and $M_2$ separately and deduce properties about the parallel composition of the two modules $M_1 || M_2$ without having to reason about the composed system directly. This direction is perhaps the most widely studied in the literature and leads in general to compositional approaches that can help dominate the complexity of reasoning on a large system.

Assume-guarantee approaches can be applied to manage verification incrementally. That is, whenever the effect of a change can be encapsulated within the boundary of a module (i.e., that module, after the change that affected it, can be proved to continue to guarantee its contract property), the other modules are not affected, and their verification does not need to be redone. Success of this approach depends on how well the initial design that defined the module boundaries ensures that anticipated possible changes do not percolate through the module’s interface, affecting its guaranteed property (i.e., its contract). Compositional reasoning fails whenever the consequence of a change is that a module does not guarantee the specified property any more. Often, in fact, the effect of certain changing phenomena care cross-cutting. As a final remark, because if its reliance on the modular structure of the system, incrementality by change encapsulation is intrinsically a large-grain technique. As such, it only partly fits the requirements of runtime adaptation.

3.2 Incrementality by Change Anticipation

The second approach we describe is also based on anticipating the changes that may occur, but it does not rely on the modular structure. It is not necessary to state a-priori boundaries to prevent change propagation and it does not suffer from limitations due to percolation of change effects through interfaces. The approach is based on the concept of partial evaluation (PE), initially proposed by \cite{12}. PE was originally defined for programs, and supports program specialization when some input values are known statically (i.e., before runtime).

PE can be intuitively defined as follows: Let $P$ be a program, which defines a function from an input domain $I$ to an output domain $O$ ($P : I \rightarrow O$). Suppose that $I$ can be partitioned in two subsets, $I_s$ and $I_d$, where $I_s$ is the set of input data that are known statically, before runtime. Partial evaluation transforms the program $P$ into a new program $\hat{P}$, called residual program, by precomputing all
static input before runtime. The residual program is more specialized and it is executed more efficiently than the original program.

Partial evaluation meets incremental change management quite naturally: the binding to concrete information that is known before runtime can be propagated through the program. The method postpones to runtime evaluation only the part that depends on runtime information (the residual program).

The principle of partial evaluation can be generalized to a much wider context than just programs. For example, we have been working, and still are, on incremental probabilistic model checking through parameterization\(^2\). The artifacts we focus on in this work are Markov models, which may be used to represent – and reason about – nonfunctional properties of systems, expressed in a probabilistic setting. Examples of such properties are reliability, performance, or costs of any kinds (including, for example, energy consumption). For the sake of simplicity, let us consider a specific formalism: Discrete Time Markov Chains (DTMCs).

A DTMC can be viewed as a finite state machine where each transition is labeled by a probability value that represents the probability that the transition is taken to exit the state (of course, the sum of the probabilities associated with the transitions existing any given state must be equal to 1.)

A DTMC can be verified against a property the model is expected to satisfy, expressed in a temporal logic language, such as PCTL \(^3\). Verification can be performed by a model checker (notable examples are PRISM \(^25\) and MRMC \(^23\)). Suppose now that some changes occur in the world which imply that the model also has to change. We assume here that changes only affect the probabilities associated with the transitions. A non-incremental approach implies that verification through model checking should be applied to the modified model, and re-applied after any subsequent change from scratch. The incremental approach we have been working on (\(^14\)) is called parametric. This means that the transitions representing phenomena that can change are labeled by variables, not constants. Constants model phenomena that are fully known before execution and cannot change, whereas variables model changeable phenomena. Evaluation of the required PCTL properties on the model (which contains constant and variable parts) is a partial evaluation, which involves both numeric and symbolic processing. The result is a (polynomial) formula that represents the residual verification condition corresponding to the partially evaluated PCTL property. This verification condition is kept and used at runtime to support continuous verification. In fact, as the real values become known at runtime, the evaluation of the verification condition can tell us whether the system behaves as specified or not. The proposed method is extremely efficient at runtime, at the obvious expense of a high pre-runtime complexity, which we are generally willing to pay to achieve runtime efficiency\(^4\).

\(^2\) Other approaches to incremental analysis of Markov models are described by \(^26,9,18\).

\(^3\) The design-time complexity heavily depends on the number of variables (i.e., changeable phenomena).
Let us move on a more concrete ground, to provide glimpse of the practical use of the approach. A DTMC can be used to model a system from a reliability viewpoint. The paths on the state diagram from the initial to the final states represent the possible different use cases. Final states are states having a self-transition labeled with probability 1. They are also called absorbing states. Some of these absorbing states represent success, some represent failure. The probabilities used to label transitions represent domain assumptions about distributions of user requests to the system or the expected probability of successful completion (vs. failure) of certain computational steps. For example, the DTMC in Figure 11 taken from [17], models an e-commerce system, which integrates external services for user authentication (offering Login and Logout operations), normal shipping of goods (operation NrmShipping), express shipping (operation ExpShipping) and payment (operation CheckOut). The DTMC shows that these operations, offered by external service providers, may fail: for example, Login and Logout fail with probability 0.03, leading to the final state FailedLg. The DTMC also shows that after successful login, users are recognized as belonging to two possible customer categories, ReturningCustomer or NewCustomer, that differ in terms of quality of service to be guaranteed by the e-commerce application. The expected usage profile is that the probability that a user is a ReturningCustomer is 0.35. Similarly, expected usage profiles give us the values of probabilities that ExpShipping is chosen instead of NrmShipping. Finally, suppose that the global requirements to be satisfied by the model include the following ones:

- \( P_{>0.8} [\Diamond s = 16] \): the probability of eventually reaching state 16, which corresponds to the successful completion of the session (see Figure 11) is greater than 0.8.
- \( P_{<0.035} [\Diamond s = 13 \{ s = 1 \}] \): the probability of eventually reaching state 13 (representing a failed express shipping) given that the DTMC starts its execution in state 1 (Returning Customer) is less than 0.035.
- \( P_{<0.06} [\Diamond s = 5] \): the probability of eventually reaching the FailedLg state is less than 0.06.

By using the probabilistic model checker PRISM [25] on the DTMC, it is easy to verify the satisfaction of the requirements. If, however, we assume that usage profiles actually may change at runtime, we may replace the constants that label exit transitions from states 2, 14 with \( x \) and \( 1 - x \), respectively (and do similarly for states 7, and 9). Verification of the above PCTL formulae on the model yield polynomial formulae to be evaluated on the variables we introduced to label transitions. These polynomials are carried on to runtime to support runtime verification.

A main limitation of this approach is that it can deal with a limited class of variability; in the DTMC case, the structure of the model cannot change, just transition labels.
3.3 Syntax-Driven Incrementality

Syntax-driven incrementality assumes that the artifact to be analyzed incrementally has a syntactic structure that is described by a formal grammar. Analysis algorithms are then developed as incremental syntax-driven algorithms. The best known and most basic examples of syntax-driven incrementality can be found in the domain of syntax-driven compilation, and date back to the 1970s. The author, together with D. Mandrioli, developed a theory of incremental parsing [15,16]. The goal of this past work was to improve the time efficiency of syntax analysis of programs by allowing a parser to reuse knowledge from a previous analysis (the saved syntax tree) in order to limit the amount of re-analysis that needs to be done after any change. Changes may be insertions and/or deletions of text in the program. Incremental parsing algorithms can automatically detect the minimum portions of text that need to be re-parsed and can then produce a new syntax tree that weaves the newly built portion with reused portions of the previous one. Incremental algorithms have also been devised for the semantic evaluations that can be expressed in terms of attribute grammars [21].

The benefit of syntax-driven incrementality is that the possible changes are not constrained a-priori in any sense. The incremental algorithm is able to automatically decide which is the minimum portion of text that needs to be re-analyzed (i.e., the new portion of parse tree that needs to be built). This also automatically determines the portion of semantic attribute evaluation that needs to be performed.

In [11], we applied attribute grammars to the verification of workflows. Assume that an implementation of a high-level model like the one shown in Figure 1 is given in a workflow language, like BPEL [11], which orchestrates a number of
services. These services, which provide authentication, payment, and shipping, are characterized by their failure profiles, which take into account multiple failure mode. The usage profile related with the selection of paths of the workflow is also given. The goal is to evaluate the overall reliability of the workflow that coordinates the independent services. The failure profile of the composition is described in terms of an attribute grammar that allows the workflow’s failure profile to be synthesized as an attribute of the entire workflow (the program). The interesting finding of this paper is that a verification process (in the specific example, reliability analysis) can be expressed as an attribute grammar and executed as attribute evaluation. The next natural research step, which we are currently undertaking, is making this evaluation incremental. In the specific example, if the failure profile of certain components changes over time, the incremental algorithm is able to update the overall reliability attribute of the workflow by recomputing only parts of the attributes, reusing the values computed earlier for other unchanged parts, and then propagating attribute values through the tree up to the root. The same algorithm would be incremental if changes are applied to the structure of the workflow dynamically [13].

Notice that in a syntax-driven approach changes can be of any kind. The change can only be in some elementary attribute (the failure profile of an external component), in which case only the attribute evaluation process needs to be performed incrementally. The change can also be in the workflow, with the addition/deletion of parts. In this latter case, incrementality of syntax analysis determines the portion of the syntax tree to be newly built and the portion to be reused, and attributes are evaluated incrementally according to the changes in the syntactic structure.

4 Future Work and Conclusions

This position paper has given motivations for incremental strategies to support continuous verification of evolving and, in particular, self-adaptive software. It also went through three general approaches that can help moving in the direction of incrementality: incrementality by change encapsulation, incrementality by change anticipation, and syntax-driven incrementality. The three classes do not cover all current and previous work on incremental verification. Moreover, other work than the one presented here exists in each class. Although an extensive state-of-art analysis falls beyond the scope of this position statement, a few references to other relevant work are given next.

An assume-guarantee approach to probabilistic model checking of Markov models is presented in [26]. Parametric model checking of Markov models has also been studied by [9] and [18]. As for contributions to incremental program model checking, one may refer to [19][21].

As for future work, significant research advances are needed, for example, to further exploit the approach we called “incrementality by change anticipation” in cases where we are currently unable to generate a closed verification formula at development time (e.g., for models described as Continuous Time Markov
Chains and properties expressed in CSL [2]). More work is also needed to assess the potentials of “syntax-driven incrementality”. We are actually engaged in this line of research, and our goal is to show that most existing analysis algorithms can be expressed as syntax-driven algorithms. As such, they can benefit from the incrementality that is inherent in the approach.

Another interesting research can be address the issue of better understanding and possibly deriving a taxonomy of different approaches to incrementality, clearly identifying the benefits and pitfalls, and clarifying where the different approach overlap and how they can be combined.

Finally, we would like to remark that the all the approaches we discussed in this paper date back to seminal theoretical work that was done in the 1970s. They can provide now mature results to solve practical problems that are becoming crucial due to continuous evolution and runtime adaptation.

**Acknowledgments.** Many contributed to shaping these ideas and provided useful comments on the initial draft. I would like to thank, in particular, Dino Mandrioli, Raffaela Mirandola, Domenico Bianculli, Giordano Tamburrelli and Antonio Filieri. The participants in the Monterey workshop provided comments and engaged me in very useful discussions that will guide my future work. The anonymous reviewers also provided very useful comments.

**References**

7. Calinescu, R., Ghezzi, C., Kwiatkowska, M., Mirandola, R.: Self-adaptive software needs quantitative verification at runtime. Communications of the ACM (accepted for publication)
28. Parnas, D.: On the criteria to be used in decomposing systems into modules. Communications of the ACM (1972)
Independent Implementability of Viewpoints

Thomas A. Henzinger¹,* and Dejan Ničković²

¹ IST Austria, Klosterneuburg, Austria
² AIT Austrian Institute of Technology, Vienna, Austria

Abstract. Interface theories provide a formal framework for component-based development of software and hardware which supports the incremental design of systems and the independent implementability of components. These capabilities are ensured through mathematical properties of the parallel composition operator and the refinement relation for components. More recently, a conjunction operation was added to interface theories in order to provide support for handling multiple viewpoints, requirements engineering, and component reuse. Unfortunately, the conjunction operator does not allow independent implementability in general.

In this paper, we study conditions that need to be imposed on interface models in order to enforce independent implementability with respect to conjunction. We focus on multiple viewpoint specifications and propose a new compatibility criterion between two interfaces, which we call orthogonality. We show that orthogonal interfaces can be refined separately, while preserving both orthogonality and composability with other interfaces. We illustrate the independent implementability of different viewpoints with a FIFO buffer example.

1 Introduction

Component-based design is a common design methodology, where complex systems are developed by assembling individual components. It usually involves a combination of bottom-up and top-down design techniques. In bottom-up design, the designer assembles the overall system by integrating already available components. Top-down design starts from the specification of the overall system that is decomposed and refined into requirements for the subsequent design stages.

Interface theories [6] were developed as a formal framework that supports both bottom-up and top-down approaches in component-based design. An interface is an abstract specification that describes the interaction of a component with its environment. In particular, an interface captures both the assumptions that the component makes about its environment, and the guarantees that the component provides when used in the intended design context. In order to support bottom-up design, interface theories provide a composition operator that satisfies

* This work was supported in part by the ERC Advanced Grant QUAREM (Quantitative Reactive Modeling) and by the FWF National Research Network RISE (Rigorous Systems Engineering).
the *incremental design* property. Two interfaces are *compatible* for composition if their port types match and there exists a design context in which they can interact without violating their mutual guarantees. Incremental design requires the possibility of checking the compatibility of two interfaces and composing them, without considering the precise design context in which the composition will be used. The composition operator is both *associative* and *commutative*, thus ensuring that compatible interfaces can be developed independently and composed in any order. In top-down design, the notion of *refinement* plays a central role. This design flow starts with a system-level interface that is iteratively decomposed and refined into sub-system interfaces, until implementations of respective components are obtained. Top-down design, illustrated in Figure 1, is subject to the *independent implementability* property, that requires the possibility of refining compatible interfaces separately, while still maintaining compatibility between them.

![Fig. 1. Top-down design](image)

The properties of the composition operator and the refinement relation, provide necessary basic support for bottom-up and top-level design in interface theories. However, composition alone does not cover all the aspects that are encountered in component-based design, such as:

1. Specification of component’s *multiple viewpoints*, where each viewpoint is modeled as an interface, and specifies a particular (behavioral, timing, power consumption, etc.) aspect of the component;
2. *Requirement engineering*, by formal modeling of requirement documents that consist of a conjunction of individual requirements;
3. *Component reuse* in different parts of a design.
In order to provide additional support for the above aspects of component based design, the conjunction operator was introduced in [8], in the context of stateless and Moore interfaces [4]. The conjunction is a partial function defined on pairs of interfaces and is the most general refinement of individual interfaces, i.e. the greatest lower bound in the refinement lattice on interfaces. The conjunction between two interfaces is defined if they are consistent \(^1\), i.e. if their input variables do not overlap with the output variables and the output guarantees do not contradict each other. The conjunction operator was subsequently added to modal interfaces [10], assume/guarantee contracts [2] and synchronous relational interfaces [12]. Top-down design with conjunction is illustrated in Figure 2 in the context of multiple viewpoints and component reuse, where components can be reused in different parts of a design, without being restricted to be trees of components, but they can also be directed acyclic graphs.

![Diagram](image)

**Fig. 2.** Top-down design with conjunction for: (a) component reuse, and (b) multiple viewpoints

The conjunction of specifications plays an important role in top-down design. A natural requirement for the conjunction operator would be to support independent implementability and allow separate stepwise refinement of individual interfaces. Unfortunately, conjunction does not satisfy the independent implementability property, in general. We illustrate this point with the following example.

**Example 1.** Let \(M, M'\) and \(N\) be three stateless interfaces shown in Figure 3. The input variables of \(M\) and \(N\) do not overlap with their respective output variables. Furthermore, the output guarantees of \(M\) and \(N\) do not contradict, i.e. there always exists an output \((y = 2)\), such that both the guarantees of \(M\)

\(^1\) In [8], consistency is called shared refinability.
and \(N\) are satisfied. It follows that \(M\) and \(N\) are consistent. Moreover, \(M'\) refines \(M\) because the two interfaces accept the same inputs and the output guarantee of \(M'\) implies the output guarantee of \(M\). However, \(M'\) and \(N\) are not consistent, because the conjunction of their output guarantees is unsatisfiable, hence the conjunction of \(M'\) and \(N\) is not defined. It follows that \(M\) and \(N\) cannot be refined independently, given that the consistency property is not preserved by refinement.

\[
M : \quad \begin{cases} 
\text{in: } x : \mathbb{B} \\
\text{out: } y : \mathbb{N} \\
A: \text{True} \\
G: y \leq 2 
\end{cases} \\
M' : \quad \begin{cases} 
\text{in: } x : \mathbb{B} \\
\text{out: } y : \mathbb{N} \\
A: \text{True} \\
G: y < 2 
\end{cases} \\
N : \quad \begin{cases} 
\text{in: } x : \mathbb{B} \\
\text{out: } y : \mathbb{N} \\
A: \text{True} \\
G: y \geq 2 
\end{cases}
\]

Fig. 3. Single-state interfaces \(M\), \(M'\) and \(N\): \(M\) and \(N\) are consistent, \(M'\) refines \(M\), but \(M'\) and \(N\) are not consistent.

In this paper, we study sufficient conditions that need to be imposed on stateless and Moore interfaces, in order to guarantee their independent implementability with respect to the conjunction operator. We focus in particular on the context where conjunction is used to combine multiple viewpoints of the same component. Independent implementability of viewpoints is a highly desirable requirement of an interface theory, because different aspects of a component are often specified and developed by different design teams, and are not effectively combined until a late stage in the design process. We first observe that different viewpoints of a component usually specify non-overlapping aspects, and the guarantees that are provided by individual viewpoints are rarely conflicting. It follows that the notion of consistency is not well adapted to conjunction of viewpoints. We instead propose a different criterion, that we call orthogonality, for conjunction of two interfaces to be defined. We say that two interfaces are orthogonal if their input variables do not overlap with their output variables, and if the intersection of their output variables is empty. While this condition is not realistic for specifying multiple requirements of the same view of a component, we believe it is reasonable for expressing multiple view requirements. We show that for every two interfaces that are orthogonal, they can be refined separately, while maintaining orthogonality between them.

2 Stateless Interfaces

A stateless interface consists of a set of input and output variables, an input assumption predicate and an output guarantee predicate.
Definition 1 (Stateless interface). A stateless interface \( M = \langle X^I, X^O, \varphi, \psi \rangle \) consists of the following components:

- \( X^I \) and \( X^O \) are disjoint sets of input and output variables. We define \( X = X^I \cup X^O \);
- \( \varphi \) is a predicate over \( X^I \) called input assumption; and
- \( \psi \) is a predicate over \( X^O \) called output guarantee.

We require the stateless interface to be well-formed, i.e. to accept at least one input value and generate at least one output value.

2.1 Connection, Composition and Refinement

In this section, we define standard connection and parallel composition operators, as well as the refinement relation, as in [7], and recall the incremental design and independent implementability properties that are supported by stateless interfaces.

A connection consists of a set of interface variable pairs and defines which variables in an interface are interconnected after application of the connection operator. For all pairs, the first component is an output and the second component an input variable of the stateless interface to which the output is connected. Formally, we have the following:

Definition 2 (Connection). A connection \( \theta \) is a set of pairs \( (x,y) \), consisting of a source variable \( x \) and a target variable \( y \), such that for all pairs \( (x,y), (x',y') \) \( \in \theta \), if \( x \neq x' \), then \( y \neq y' \).

We denote by \( S_\theta \) the set of source variables in \( \theta \), by \( T_\theta \) the set of target variables in \( \theta \), and by \( \rho_\theta \) the predicate \( \bigwedge_{(x,y) \in \theta} (x = y) \).

We say that a connection \( \theta \) is compatible with a stateless interface \( M \), if the following conditions hold: (1) the source variables in \( \theta \) are all output variables of \( M \); (2) the target variables in \( \theta \) are all input variables in \( M \); and (3) when source variables are connected to target variables, there exists a valuation of remaining input variables in \( M \) for which the assumption \( \varphi \) of \( M \) is satisfied for all values of output variables of \( M \) that satisfy the guarantee \( \psi \) of \( M \).

Definition 3 (Compatibility for connection). A stateless interface \( M = \langle X^I, X^O, \varphi, \psi \rangle \) is compatible with a connection \( \theta \) if the following conditions hold:

- \( S_\theta \subseteq X^O \);
- \( T_\theta \subseteq X^I \);
- the predicate \( \hat{\varphi} = \forall X^O \forall T_\theta.((\psi \land \rho_\theta) \rightarrow \varphi) \) is satisfiable.

Given an interface \( M \) and a connection \( \theta \) such that \( M \) is compatible with \( \theta \), the result of applying \( \theta \) to \( M \) is the stateless interface \( M\theta = \langle \hat{X}^I, \hat{X}^O, \hat{\varphi}, \hat{\psi} \rangle \), where
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\[ X_I = X_I \setminus T_\theta; \]
\[ X_O = X_O \cup T_\theta; \] and
\[ \hat{\psi} = (\psi \land \rho_\theta) \]

Example 2. The application of a connection \( \theta \) to a stateless interface \( M \) is illustrated in Figure 4. In this example, \( \theta = \{(z, x)\} \) and the predicate \( \hat{\phi} = (\forall x, z)((z < 2 \land z = x) \rightarrow (x < 3 \land y \neq 0)) \) is satisfiable and can be simplified to \( y \neq 0 \).

\[
M : \begin{cases}
\text{var:} & \begin{cases}
in: & x, y : \mathbb{N} \\
out: & z : \mathbb{N}
\end{cases} \\
A: & x < 3 \land y \neq 0 \\
G: & z < 2
\end{cases}
M_\theta : \begin{cases}
\text{var:} & \begin{cases}
in: & x : \mathbb{N} \\
out: & y, z : \mathbb{N}
\end{cases} \\
\text{A:} & y \neq 0 \\
G: & z < 2 \land x = z
\end{cases}
\]

Fig. 4. Stateless interfaces \( M \) and \( M_\theta \), where \( \theta = \{(z, x)\} \)

Theorem 1 ([7]). Let \( M \) be a well-formed stateless interface and \( \theta \) be a connection. If \( M \) is compatible with \( \theta \), then \( M_\theta \) is a well-formed stateless interface.

Parallel composition operator supports combination of compatible stateless interfaces. We say that two stateless interfaces are compatible for parallel composition if (1) their output variables are disjoint; (2) the input variables of each stateless interface are disjoint of the output variables of the other stateless interface; and (3) the conjunction of their guaranteed is satisfiable.

Definition 4 (Compatibility for composition). Two stateless interfaces \( M = \langle X_I^M, X_O^M, \varphi_M, \psi_M \rangle \) and \( N = \langle X_I^N, X_O^N, \varphi_N, \psi_N \rangle \) are compatible for parallel composition if

\[ X_O^M \cap X_O^N = \emptyset; \]
\[ X_I^M \cap X_O^N = X_I^N \cap X_M^O = \emptyset; \] and
\[ \varphi_M \land \varphi_N \text{ is satisfiable.} \]

Formally, parallel composition of two compatible stateless interfaces is defined as follows:

Definition 5 (Parallel composition). Given two stateless interfaces \( M = \langle X_I^M, X_O^N, \varphi_M, \psi_M \rangle \) and \( N = \langle X_I^N, X_O^N, \varphi_N, \psi_N \rangle \) which are compatible for parallel composition, their parallel composition is the interface \( M \parallel N = \langle \hat{X}_I, \hat{X}_O, \hat{\varphi}, \hat{\psi} \rangle \), where

\[ \hat{X}_I = X_I^M \cup X_I^N; \]
\[ \hat{X}_O = X_O^M \cup X_O^N; \]
\[ \hat{\varphi} = (\varphi_M \land \varphi_N); \] and
\[ \hat{\psi} = (\psi_M \land \psi_N). \]
**Theorem 2 ([7]).** Let \( M \) and \( N \) be two well-formed stateless interfaces. If \( M \) and \( N \) are compatible for parallel composition, then \( M \parallel N \) is a well-formed stateless interface.

We say that a stateless interface \( N \) refines the stateless interface \( M \) if it has more permissive assumption and more restrictive guarantees.

**Definition 6 (Refinement).** Given two well-formed stateless interfaces \( M = \langle X^I_M, X^O_M, \varphi_M, \psi_M \rangle \) and \( N = \langle X^I_N, X^O_N, \varphi_N, \psi_N \rangle \), we say that \( N \) refines \( M \), denoted by \( N \preceq M \), if

- \( (X^I_M \cup X^I_N) \cap (X^O_M \cup X^O_N) = \emptyset \);
- \( \varphi_M \rightarrow \varphi_N \) is valid; and
- \( \psi_N \rightarrow \psi_M \) is valid.

Following definitions of refinement, compatibility for connection, connection, compatibility for composition and parallel composition, we have that stateless interfaces satisfy the independent implementability with respect to both connection and composition, as stated in the following theorem.

**Theorem 3 ([7]).** Let \( M \) and \( N \) be two well-formed stateless interfaces and \( \theta \) be a connection. If \( N \preceq M \) and \( M \) is compatible with \( \theta \), then \( N \) is compatible with \( \theta \) and \( N \parallel \theta \preceq M \parallel \theta \).

Let \( M, N \) and \( S \) be three well-formed stateless interfaces such that \( X_N \cap X_S \subseteq X_M \). If \( M \) and \( S \) are compatible for composition and \( N \preceq M \), then \( N \) and \( S \) are compatible for composition and \( N \parallel S \preceq M \parallel S \).

### 2.2 Conjunction

The conjunction \( M \land N \) of two stateless interfaces \( M \) and \( N \) was introduced in [8] as an interface meant to work in two environments based on separate descriptions of each environment. The interface \( M \land N \) allows inputs that satisfy assumptions of either \( M \) or \( N \), and provides the guarantees of both \( M \) and \( N \). In order to ensure that the conjunction of two interfaces is well-formed, the notion of consistency was introduced. Two stateless interfaces are said to be consistent if (1) the input variables do not overlap with the output variables and (2) their output guarantees do not contradict each other.

**Definition 7 (Conjunction).** Given two consistent stateless interfaces \( M = \langle X^I_M, X^O_M, \varphi_M, \psi_M \rangle \) and \( N = \langle X^I_N, X^O_N, \varphi_N, \psi_N \rangle \), the conjunction of \( M \) and \( N \) is the stateless interface \( M \land N = \langle \hat{X}^I, \hat{X}^O, \hat{\varphi}, \hat{\psi} \rangle \), where

- \( \hat{X}^I = X^I_M \cup X^I_N \);
- \( \hat{X}^O = X^O_M \cup X^O_N \);
- \( \hat{\varphi} = (\varphi_M \lor \varphi_N) \); and
- \( \hat{\psi} = (\varphi_M \land \varphi_N) \).
Theorem 4 ([8]). Let $M$ and $N$ be two well-formed stateless interfaces. If $M$ and $N$ are consistent, then $M \land N$ is a well-formed stateless interface.

The conjunction of two stateless interfaces subsumes all behaviors of the given interfaces, as stated in the following theorem.

Theorem 5 ([8]). Let $M$ and $N$ be two well-formed stateless interfaces. If $M$ and $N$ are consistent, then $M \land N \preceq M$ and $M \land N \preceq N$, and for all well-formed stateless interfaces $S$, if $S \preceq M$ and $S \preceq N$, then $S \preceq M \land N$.

Unfortunately, conjunction does not support independent implementability of stateless interfaces, as demonstrated in Figure 3. The reason comes from the consistency condition between two stateless interfaces, that is not preserved by refinement. Given consistent stateless interfaces $M$ and $N$, the output guarantees of $M$ and $N$ do not conflict by definition. However, another interface $M'$ that refines $M$ may strengthen its guarantees in a way that makes the output guarantees of $M'$ and $N$ conflicting. Thus, stateless interfaces $M'$ and $N$ may not be consistent. However, we observe that in the case that the conjunction operator is used to combine multiple viewpoints of the same component, the output variables of the individual viewpoints are usually disjoint, hence their output guarantees cannot contradict each other. In fact, the consistency between two stateless interfaces is not preserved by refinement. Following this observation, we propose a new condition between two stateless interfaces, that we call orthogonality.

Definition 8 (Orthogonality). Let $M$ and $N$ be two well-formed stateless interfaces. We say that $M$ and $N$ are orthogonal if $(X^I_M \cup X^I_N) \cap (X^O_M \cup X^O_N) = \emptyset$ and $X^O_M \cap X^O_N = \emptyset$.

We believe that in the context of multiple viewpoint specifications, the orthogonality is a realistic requirement. Note that while the output variables of two orthogonal interfaces are disjoint, the two interfaces are interacting with each other through common input variables. In the following lemma, we show that orthogonal interfaces are consistent.

Lemma 1. Let $M$ and $N$ be two well-formed stateless interfaces. If $M$ and $N$ are orthogonal, then $M$ and $N$ are consistent.

Proof. Assume that $M$ and $N$ are well-formed and orthogonal. It follows that both $\psi_M$ and $\psi_N$ are satisfiable. By definition, we have that $\psi_M$ is a predicate over $X^O_M$ and $\psi_N$ is a predicate over $X^O_N$, and by assumption we have that $X^O_M \cap X^O_N = \emptyset$. It follows that there exists a valuation over $X^O_M \cup X^O_N$ that satisfies both $\psi_M$ and $\psi_N$, hence $\hat{\psi}$ is also satisfiable.

Following Lemma 1, we are ready to state the result that establishes the independent implementability property for the conjunction operator between orthogonal stateless interfaces.
Theorem 6 (Independent implementability of conjunction). Let $M$, $N$ and $S$ be three well-formed stateless interfaces such that $X^O_N \cap X_S = X_N \cap X^O_S = \emptyset$. If $M$ and $S$ are orthogonal and $N \preceq M$, then $N$ and $S$ are orthogonal and $N \land S \preceq M \land S$.

Proof. Assume that $M$ and $S$ are orthogonal and $N \preceq M$. By Lemma 1, $M$ and $S$ are consistent, hence $M \land S$ is defined.

We have by definition of a stateless interface that (1) $X^I_N \cap X^O_N = X^I_S \cap X^O_S = \emptyset$. By the assumption that $X^I_N \cap X^O_S = \emptyset$ and $X^O_N \cap X^I_S = \emptyset$, it follows that (2) $(X^I_N \cup X^I_S) \cap (X^O_N \cap X^O_S) = \emptyset$.

Furthermore, by the assumption that $X^O_N \cap X_S = \emptyset$, we have that (3) $X^O_N \cap X^O_S = \emptyset$. It follows that $N$ and $S$ are orthogonal, hence by Lemma 1 consistent, and $N \land S$ is defined.

By the assumption, we have that (4) $N \preceq M$ and by Theorem 5, we have that (5) $N \land S \preceq N$. By (3) and (4), we have that (6) $N \land S \preceq S$. Finally, by (5), (6) and Theorem 5, we can conclude that $N \land S \preceq M \land S$.

Example 3. Consider stateless interfaces $M$ and $N$ shown in Figure 5. The two interfaces do not share output variables, hence they are orthogonal. Stateless interface $N'$ refines $N$, by constraining its guarantee predicate. It is not hard to see that the conjunction $M \land N'$ refines $M \land N$, illustrating the independent implementability property of the conjunction operator.

Fig. 5. Stateless interfaces $M$, $N$ and $N'$: $M$ and $N$ are orthogonal, and $N' \preceq N$, hence $M$ and $N'$ are orthogonal and $M \land N' \preceq M \land N$.

3 Moore Interfaces

In this section, we consider Moore interfaces, a synchronous interface model, that was first introduced in [4]. Moore interfaces have internal states, that are
decorated with assumption predicates over input variables, and guarantee predicates over output variables. We consider Moore interfaces with deterministic transition relation, where transitions are guarded by predicates over input and output variables of the interface.

**Definition 9 (Moore interface).** A Moore interface \( M = \langle X^I, X^O, Q, \hat{q}, \varphi, \psi, \rho \rangle \) consists of the following components:

- \( X^I \) and \( X^O \) are disjoint sets of input and output variables. We define \( X = X^I \cup X^O \);
- \( Q \) is a finite set of locations, and \( \hat{q} \in Q \) is the initial location;
- \( \varphi \) is a labeling that associates with each location \( q \in Q \) an input assumption predicate over \( X^I \);
- \( \psi \) is a labeling that associates with each location \( q \in Q \) an output guarantee predicate over \( X^O \);
- \( \rho \) is a transition guard that associates with each pair of locations \( q, q' \in Q \) a predicate \( \rho(q, q') \) over \( X \).

Given a set \( X \) of variables, a valuation \( v \) over \( X \) is a function that assigns to each \( x \in X \), a value \( v(x) \) of the appropriate type. We denote by \( \mathcal{V}[X] \), the set of all valuations \( v \) over \( X \). Given a predicate \( \varphi \) on \( X \), we write \( v \models \varphi \) if the valuation \( v \) satisfies \( \varphi \).

An execution of \( M \) is a sequence \( q_0, v_0, q_1, \ldots, q_n, v_n, q_{n+1} \) of states \( q_i \in Q \) and valuations \( v_i \in \mathcal{V}[X] \) such that: (1) \( q_0 = \hat{q} \) is the initial state of \( M \), and (2) \( v_i \models (\varphi(q_i) \land \psi(q_i)) \land \rho(q_i, q_{i+1}) \). We say that the sequence \( v_0, \ldots, v_n \) is the trace of \( M \), and that the states \( q_0, \ldots, q_{n+1} \) are reachable in \( M \).

The Moore interfaces can in general be non-deterministic, or even block in some executions. Thus, we consider only well-formed interfaces, where the well-formedness criterion is defined as follows:

**Definition 10 (Well-formedness).** A Moore interface \( M = \langle X^I, X^O, Q, \hat{q}, \varphi, \psi, \rho \rangle \) is well-formed if for all states \( q \) that are reachable in \( M \): (1) both \( \varphi(q) \) and \( \psi(q) \) are satisfiable; (2) \( (\varphi(q) \land \psi(q)) \rightarrow \exists q'. \rho(q, q') \) is valid, and (3) \( ((\rho(q, q') \land (\rho(q, q'')) \rightarrow q' = q'' \) is valid for all \( q', q'' \in Q \).

Well-formedness ensures that the interface is non-blocking by conditions (1) and (2), and deterministic by (3).

### 3.1 Composition and Refinement

In this section, we define standard parallel composition operator and refinement relation in the lines of [3], and recall the incremental design and independent implementability properties that are supported by Moore interfaces.

The parallel composition is a partial function on pairs of Moore interfaces, that is defined if the two interfaces are compatible. We say that two interfaces are compatible if their variable types match and if there exists a design context in which the two interfaces can interact in a way that preserves their individual guarantees.
Definition 11 (Compatibility and parallel composition). Given two Moore interfaces $M = \langle X^I_M, X^O_M, Q_M, \hat{q}_M, \varphi_M, \psi_M, \rho_M \rangle$ and $N = \langle X^I_N, X^O_N, Q_N, \hat{q}_N, \varphi_N, \psi_N, \rho_N \rangle$, let $X^O = X^O_M \cup X^O_N$, $X^I = (X^I_M \cup X^I_N) \setminus X^O$, $Q = Q_M \times Q_N$, $\hat{q} = (\hat{q}_M, \hat{q}_N)$, and for all $q, q' \in Q_M$ and $r, r' \in Q_N$, $\psi(q, r) = \psi_M(q) \land \psi_N(r)$ and $\rho((q, q'), (r, r')) = \rho_M(q, q') \land \rho_N(r, r')$. We say that $M$ and $N$ are compatible, if $X^O_M \cap X^O_N = \emptyset$, and there exists a labeling $\varphi_\infty$ such that for all executions $(q_0, r_0), v_0, \ldots, v_{n-1}, (q_n, r_n)$ of $\langle X^I, X^O, Q, \hat{q}, \varphi_\infty, \psi, \rho \rangle$, we have that $v_i \models (\varphi_M(q_i) \land \varphi_N(r_i))$ for all $0 \leq i \leq n$.

The parallel composition operator is associative, thus supporting incremental design, i.e. ensuring that the compatible interfaces of a system can be put together in any order.

Theorem 7 (4). Given three Moore interfaces $M$, $N$ and $S$, either $M \parallel (N \parallel S)$ and $(M \parallel N) \parallel S$ are both undefined, or they are both defined and equal.

The refinement of two Moore interfaces is defined as an alternating simulation relation $R$, and we say that $R$ is a witness for $N \preceq M$.

Definition 12 (Refinement). Given two Moore interfaces $M = \langle X^I_M, X^O_M, Q_M, \hat{q}_M, \varphi_M, \psi_M, \rho_M \rangle$ and $N = \langle X^I_N, X^O_N, Q_N, \hat{q}_N, \varphi_N, \psi_N, \rho_N \rangle$, we say that $N$ refines $M$, denoted by $N \preceq M$, if

1. $(X^I_M \cup X^I_N) \cap (X^O_M \cup X^O_N) = \emptyset$, and
2. there exists a relation $R \subseteq Q_M \times Q_N$ such that: (1) $(\hat{q}_M, \hat{q}_N) \in R$, $\varphi_M(q) \rightarrow \varphi_N(r)$ is valid; (2) $\psi_N(r) \rightarrow \psi_M(q)$ is valid, and (3) for all $q' \in Q_M$ and $r' \in Q_N$, if $\varphi_M(q) \land \psi_N(r) \land \rho_M(q, q') \land \rho_N(r, r')$ is satisfiable, then $(q', r') \in R$.

Following definitions of refinement, compatibility and composition, it follows that Moore interfaces satisfy the independent implementability requirement, as stated in the following theorem:

Theorem 8 (4). Let $M$, $N$ and $S$ be three well-formed Moore interfaces such that $X_N \cap X_S \subseteq X_M$. If $M$ and $N$ are compatible, and $N \preceq M$, then $N$ and $S$ are also compatible and $N \parallel S \preceq M \parallel S$.

3.2 Conjunction

The conjunction $M \land N$ of two Moore interfaces $M$ and $N$ was also introduced and defined in $\S$ as the weakest interface that refines both $M$ and $N$, similarly to the stateless case. In the context of a conjunction of Moore interfaces $M$ and $N$, as long as the inputs satisfy both the assumptions of $M$ and $N$, the outputs must satisfy both the guarantees of $M$ and $N$. If the assumption of $M (N)$ is
violated, then the conjunction interface does not need anymore to satisfy the guarantees of \( M \) (\( N \)) and jumps to a copy of \( N \) (\( M \)). The conjunction does not allow inputs that violate both assumptions of \( M \) and \( N \).

**Definition 13 (Conjunction).** Given two Moore interfaces \( M = \langle X^I_M, X^O_M, Q_M, \hat{q}_M, \varphi_M, \psi_M, \rho_M \rangle \) and \( N = \langle X^I_N, X^O_N, Q_N, \hat{q}_N, \varphi_N, \psi_N, \rho_N \rangle \), let \( P \) be the Moore interface \( \langle X^I, X^O, Q, \hat{q}, \varphi, \psi, \rho \rangle \), where

\[
\begin{align*}
- X^I &= X^I_M \cup X^I_N \\
- X^O &= X^O_M \cup X^O_N \\
- Q &= (Q_M \times Q_N) \cup Q_M \cup Q_N \\
- \hat{q} &= (\hat{q}_M, \hat{q}_N) \\
- \varphi \text{ and } \psi \text{ are defined for all } q \in Q_M \text{ and } r \in Q_N, \text{ by} \\
\varphi(q, r) &= (\varphi_M(q) \lor \varphi_N(r)) \land (\psi_M(q) \land \psi_N(r)) \\
\psi(q) &= \varphi_M(q) \\
\varphi(r) &= \varphi_N(r) \\
\psi(r) &= \psi_N(r)
\end{align*}
\]

\[
- \rho \text{ is defined for all } q, q' \in Q_M \text{ and } r, r' \in Q_N, \text{ by}
\]

\[
\begin{align*}
\rho((q, r), (q', r')) &= (\varphi_M(q) \land \varphi_N(r) \land \rho_M(q, q') \land \rho_N(r, r')) \\
\rho((q, r), q') &= (\varphi_M(q) \land \neg \varphi_N(r) \land \rho_M(q, q')) \\
\rho((q, r), r') &= (\neg \varphi_M(q) \land \varphi_N(r) \land \rho_N(r, r')) \\
\rho(q, q') &= \rho_M(q, q') \\
\rho(r, r') &= \rho_N(r, r') \\
\rho(q, (q', r')) &= \rho(r, (q', r')) = \bot
\end{align*}
\]

We say that \( M \) and \( N \) are consistent if: (1) \( X^I \cap X^O = \emptyset \), and (2) \( \psi(q) \) is satisfiable for all states \( q \) that are reachable in \( M \land N \).

When \( M \) and \( N \) are consistent, the conjunction \( M \land N \) is the well-formed Moore interface \( P \).

**Theorem 9 (\cite{S}).** Let \( M \) and \( N \) be two well-formed Moore interfaces. If \( M \) and \( N \) are consistent, then \( M \land N \preceq M \) and \( M \land N \preceq N \), and for all well-formed Moore interfaces \( S \), if \( S \preceq M \) and \( S \preceq N \), then \( S \preceq M \land N \).

In Section 4 we have seen that the conjunction operator does not support independent implementability in general, and hence similarly to the stateless interface case, we introduce the same orthogonality condition for Moore interfaces.

**Definition 14 (Orthogonality).** Let \( M \) and \( N \) be two well-formed Moore interfaces. We say that \( M \) and \( N \) are orthogonal, if \((X^I_M \cup X^I_N) \cap (X^O_M \cup X^O_N) = \emptyset \) and \( X^O_M \cap X^O_N = \emptyset \).

In the following lemma, we show that two orthogonal Moore interfaces are also consistent:

**Lemma 2.** Let \( M \) and \( N \) be two well-formed Moore interfaces. If \( M \) and \( N \) are orthogonal, then \( M \) and \( N \) are consistent.
Proof. The proof is identical to the one of Lemma 1.

Following Lemma 2, we are ready to state the result that establishes the independent implementability property for the conjunction operator between orthogonal Moore interfaces.

Theorem 10 (Independent implementability of conjunction). Let $M$, $N$ and $S$ be three well-formed interfaces such that $X^O_N \cap X_S = X_N \cap X^O_S = \emptyset$. If $M$ and $S$ are orthogonal and $N \preceq M$, then $N$ and $S$ are orthogonal and $N \land S \preceq M \land S$.

Proof. The proof follows the same line as the proof of Theorem 6.

4 FIFO Buffer Example

We illustrate independent implementability of viewpoints with a FIFO buffer example. The FIFO buffer specification consists of two interfaces, $M$ and $N$ that describe two different aspects of the buffer. These two specifications are extensions of the example presented in [8], and are depicted in Figure 6.

The interface $M$ specifies a buffer of size 2. $M$ has two Boolean input variables $enq$ and $deq$, that model the enqueue and dequeue operations and one integer variable $cnt$ that gives the current number of items that are stored in the buffer. The assumption (guarantee) predicates are depicted in the upper (lower) part of locations, and transitions are labeled by their guards. Initially, the buffer is empty, hence $cnt = 0$. Every exclusive enqueue (dequeue) operation increases (decreases) the $cnt$ variable by one. However, in the initial state, the buffer is not allowed to dequeue, and in the state where the buffer is full ($cnt = 2$), the
buffer is not allowed to enqueue new items. Note that simultaneous enqueue and dequeue operations are allowed, but have no effect.

Interface \( N \) specifies a power consumption and another behavioral aspect of a FIFO buffer. It has the same input variables as \( N \) (\( enq \) and \( deq \)), and an integer output variable \( pc \) that models the power consumption of a buffer. This interface forbids two consecutive enqueue or dequeue operations to happen. Additionally, it specifies the power consumption needed to process enqueue and dequeue requests. We can see that the absence of enqueue/dequeue requests results in no power consumption. On the other hand, any combination of the presence of enqueue and dequeue operations is bounded by 5 power units.

The interfaces \( M \) and \( N \) are naturally combined by the conjunction operator. The two interfaces are consistent, hence their conjunction \( M \land N \) is defined and is shown in Figure 7. To obtain the conjunction \( M \land N \), we need additional transitions leaving the dashed line box when the assumptions of \( M \) (\( N \)) are violated, and from then on only assumptions and guarantees of \( N \) (\( M \)) need to be satisfied.

Fig. 7. FIFO buffer - conjunction \( M \land N \)
Fig. 8. FIFO buffer - functional specification $M'$ and functional/power consumption specification $N'$ such that $M' \preceq M$ and $N' \preceq N$.

Interfaces $M$ and $N$ may be under-specified for many applications. For example, a designer may need to use a buffer that can store more than two items. Moreover, the interface $N$ does not distinguish between the power consumption of enqueue and dequeue operations, that may have different resource requirements to be processed. Hence, $M$ and $N$ may need to be refined. Refining the requirements directly on the conjunction $M \land N$ can be highly impractical, given the relative complexity of $M \land N$ with respect to $M$ and $N$. This can be appreciated by comparing Figures 6 and 7.

In this example, interfaces $M$ and $N$ are not only consistent, but also orthogonal. In fact, their output variables are disjoint, that is the number of items in the buffer does not depend on its power consumption, and vice versa. The orthogonality of $M$ and $N$ allows us to postpone taking an explicit conjunction of $M$ and $N$, and to refine them separately and independently. In Figure 8 we show two interfaces, $M'$ and $N'$, where $M'$ refines the interface $M$, and $N'$ refines the interface $N$. $M'$ specifies a buffer that can store up to three elements. It provides the same guarantees as $M$, while the number of items in the buffer is bounded by two, but is also able to process an additional enqueue request and store a maximum of three items.

On the other hand, the interface $N'$ refines the power consumption guarantees, by distinguishing between the presence of an exclusive enqueue or dequeue request, that consumes exactly 2 power units, and a simultaneous enqueue/dequeue request that requires up to 4 power units. We leave to the reader the exercise to checking that $M'$ and $N'$ are indeed orthogonal and that $M' \land N'$ refines $M \land N$. 
5 Conclusion

In this paper, we proposed orthogonality as a new condition between two Moore interfaces that ensures the independent implementability with respect to the conjunction operator. We believe that the orthogonality is the right notion when considering conjunction of multiple viewpoints. We demonstrated the stepwise refinement property of orthogonal interfaces with an example of a FIFO buffer that combines behavioral and power consumption specifications.

The power consumption specification of the FIFO buffer corresponds to a pure threshold resource interface in [5], but it was encoded as a Moore interface in our example. We believe that the next important step would be to study conjunction of fully heterogeneous interface models, a problem closely related to heterogeneous composition [1,3]. In particular, we are interested in models where the non-functional properties are expressed as Büchi threshold, pure energy and reward energy interfaces from [5] or real-time interfaces [9,11].
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Abstract. This paper studies the design of specification languages through their model theory. We show how language constructs and specification idioms are deeply rooted in the underlying model theory. We also show that some problems are fundamentally difficult to specify due to the underlying foundation of the language. The languages we study are Alloy, Maude, and FORMULA. FORMULA attempts to handle a large class of specifications problems while utilizing constraint solvers for formal analysis.

1 Introduction

Formal specification languages can be understood through their model theory. The models relation $|=_{th}$ pairs a structure with a formula whenever the structure gives a valid interpretation to the formula under the theory $Th$. Consider the theory of Boolean algebra without quantifiers (i.e. SAT). The structures are functions from variables to Booleans and the formulas are propositions over Boolean variables:

$$\nu(x) \mapsto true, \nu(y) \mapsto false \models_{SAT} x \land \neg y.$$ 

The models relation also suggests the various types of formal reasoning. Model checking is to decide if $M |=_{th} \phi$, given $M$ and $\phi$. Model finding is to generate a model $M$ given a formula $\phi$ such that $M |=_{th} \phi$.

One might imagine that the details of $|=_{th}$ are far removed from the specifications users write. In this paper we show how the underlying model theory impacts the language level as much as it impacts the formal analysis:

- The structures determine what can be represented.
- The formulas determine the properties that can be expressed.
- The analyses (model checking / finding) determine the questions that can be asked.

In practice, users must have a deep understanding of the shapes of models and formulas in order to write specifications. Many standard concepts such as functions, relations, trees, and expressions require non-trivial encodings leading to various language idioms and specification patterns.
The goal of this paper is to illustrate how the model theory impacts common encoding tasks and language idioms. First, we review two well-known and dissimilar specification languages: *Alloy* [1] and *Maude* [2]. In *Alloy* models are finite relations over a universe of constants and the theory is first-order logic over relational algebra $FOL(RA)$. In *Maude* models are terms and theories are user-defined *equational theories*. In *Alloy* it is simple to represent relational structures and search problems; in *Maude* it is simple to represent recursive structures and language semantics.

Finally, we discuss the approach taken by the *FORMULA* language, which attempts to combine the benefits of both styles [3]. In *FORMULA* models are finite sets of well-typed terms and the theory is a subclass of fixpoint logic (FPL). The goal of *FORMULA* is to easily represent heterogeneous abstractions consisting of both:

- Relational structures such as finite graphs, system configurations and sets of objects in a heap;
- Recursive structures such as finite trees, instances of algebraic data types and fragments of expression languages.

This paper explores the impact of model theory on specification languages through two examples encoded in three languages. The running examples are the *homo-morphism pair problem* and a *Boolean expression problem*. The homomorphism pair problem is to specify pairs of homomorphically-related finite graphs. The Boolean expression problem is to specify the evaluation semantics of a small Boolean expression language using a definition for disjunction based on De Morgan's law. Each example presents its own challenges. Section 2 reviews the *Alloy* specifications, Section 3 presents the *Maude* specifications, and Section 4 illustrates the *FORMULA* specifications. Finally, we conclude in Section 6.

## 2 Finite Relations and Alloy

There are variety of formal specification languages based on finite relations, including *Alloy* and Datalog languages [4][5][6]. These languages gives rise to signatures with the following shape:

$$\Sigma_{FR} = \langle U, R_1, \ldots, R_k \rangle,$$

where $U$ is a (possibly infinite) set of constants and each $R_i$ is a finite $n$-ary relation over $U$. In symbols, $R_i \subseteq U^n$ and $\exists m \in \mathbb{N}. |R_i| = m$. *Alloy* specifications place constraints on the relations. A constraint $\varphi$ is a first-order formula where all variables are quantified over relations. The formulas can also contain relational operators such as reflexive and transitive closure. *Alloy*’s main analysis engine is a *finite model finder*; it searches for interpretations of the relations satisfying constraints [7]. We write $\mathbf{x}$ for a vector of variables $(x_1, \ldots, x_n)$ and $R(\mathbf{x})$ for $\mathbf{x} \in R$. We also write $R()$, $R(\cdot)$ etc... to indicate a unary, binary, etc... relation.
2.1 Finite Functions

A finite function is encoded by introducing unary relations for the (co-) domain, and then constraining the relation so it behaves like a function. Given unary relations $\text{Dom}_1, \ldots, \text{Dom}_m$ and $\text{Cod}_1, \ldots, \text{Cod}_n$, then $R$ encodes a function from $\Pi \text{Dom}_i$ to $\Pi \text{Cod}_j$ if $\text{arity}(R) = m + n$, it is left-total and right-unique. If $R$ is also left-unique it encodes an injection. If it is also right-total it encodes a surjection. Below are the first-order constraints for these properties.

(Left-total) $\forall x \in \Pi \text{Dom}_i. \exists y \in \Pi \text{Cod}_j. R(x, y).
(Left-unique) $\forall x, x' \in \Pi \text{Dom}_i. \forall y \in \Pi \text{Cod}_j. R(x, y) \land R(x', y) \Rightarrow x = x'.
(Right-total) $\forall y \in \Pi \text{Cod}_j. \exists x \in \Pi \text{Dom}_i. R(x, y).
(Right-unique) $\forall x \in \Pi \text{Dom}_i. \forall y, y' \in \Pi \text{Cod}_j. R(x, y) \land R(x, y') \Rightarrow y = y'.

Alloy’s model theory uses finite relations for structures, which impacts the language. There is no function application and function declarations are shorthands for the previous constraints. The language simulates classes, objects and field accessors through finite relations, constraints and the relational join operator. For example, the Alloy specification in Figure 1 describes a data structure called HomPair; each instance must contain a homomorphic pair of graphs $(G, H)$. The sig block simulates a class definition by introducing a unary relation $\text{HomPair}()$. The elements of HomPair correspond to the unique IDs of HomPair instances. Intuitively, HomPair instances contain other relations, such as the unary vertex relation $G_v$. Containment is simulated by increasing the arity of contained relations. For example, the vertex set $G_v$ corresponds to the binary relation $G_v(x, y)$ where $G_v(x, y)$ holds if the HomPair instance with ID $x$ has a vertex labeled $y$ in its set $G_v$. The arrow operator $\rightarrow$ is relational product; hence the edge relations $G_e$ and $H_e$ are subsets of $G_v \times G_v$ and $H_v \times H_v$. The homomorphism witness Hom (Line 7) uses the cardinality constraint one to indicate it is functional. This introduces the left-total and right-unique axioms (appropriately adjusted for the hidden HomPair ID argument).

Finite relations impact how constraints are written in Alloy. The axiom that every instance of HomPair contains a pair of homomorphic graphs is shown in

```alloy
1. sig HomPair
2. {
3.  Gv : Int,
4.  Ge : Gv -> Gv,
5.  Hv : Int,
6.  He : Hv -> Hv,
7.  Hom : Gv -> one Hv
8. }
9. fact {
10.  all p : HomPair,
12.    u -> v in *(p.Ge) and
13.    u -> u' in p.Hom and
14.    v -> v' in p.Hom =>
15.    u' -> v' in *(p.He) }
16. }
```

Fig. 1. Specifying homomorphic graphs using Alloy
Lines 9 - 16. Variables are quantified over relations; field accesses are simulated by relational join. For instance, the notation $u, v: p.Gv$ uses the relational join operator \( \cdot \) to construct a unary relation $p.GV()$ satisfying $p.Gv(y) \iff Gv(p, y)$. The operator $^*R$ generates the reflexive closure of a binary relation $R$. Figure 2 shows the overall signature of the HomPair specification and a model satisfying constraints.

$$\Sigma_{\text{HomPair}} = (U, \text{HomPair}(), Gv(,), Hv(,), Ge(,), He(,), \text{Hom}(,)).$$

Fig. 2. A model of the HomPair specification

### 2.2 Recursive Structures

Finite relations easily encode class-like data types; relational joins simulate field accesses naturally. However, some finite structures are not encoded so easily. Consider the language of Boolean expressions in a grammar-like form:

$$e ::= x \mid \text{not}(e) \mid \text{or}(e,e) \mid \text{and}(e,e).$$

Boolean expressions are directed acyclic graphs (DAGs) so they are representable. Rather, the difficulty is operating on DAGs, which often requires recursive definitions outside of $\text{FOL}(\text{RA})$. Consider this constraint on the $\text{eval}()$ function:

$$\forall e, e'. \text{eval}(\text{or}(e,e')) = \text{eval}(\text{not}(\text{and}(\text{not}(e), \text{not}(e')))).$$  \hfill (1)

It constrains the $\text{eval}()$ function to evaluate $\text{or}(e,e')$ in the same way as it evaluates the negation of De Morgan applied to $\text{not}(\text{or}(e,e'))$.

1. abstract sig Expr {}
2. sig And extends Expr
3. { arg1: Expr, arg2: Expr }
4. sig Or extends Expr
5. { arg1: Expr, arg2: Expr }
6. sig Not extends Expr
7. { arg: Expr }
8. sig Var extends Expr
9. { name: Int }
10. one sig Eval{}
11. eval: Expr -> one Bool
12. }
13. all o: Or, n, n', n": Not, a: And |
14. some b : Bool |
15. (n.arg = a and a.arg1 = n' and
16. a.arg2 = n" and n'.arg = o.arg1 and
17. n".arg = o.arg2) =>
18. (o => b in eval <==> n => b in eval ) }
19. fact {
20. not (some e: Expr | e => e in
21. "(And <=: arg1 + Or <=: arg1 + And <=: arg2 + Or <=: arg2 + Not <=: arg))
22. }

Fig. 3. Partial specification of an expression language using Alloy
Figure 3 shows one attempt to embed the language of Boolean expressions into finite relations. It uses the signatures \texttt{And}, \texttt{Or}, \texttt{Not}, and \texttt{Var} to encode expressions. Lines 19-22 encode acyclicity of expressions. This is accomplished by first forming binary restrictions of the expression relations. For instance, \texttt{And} <: \texttt{arg1} is a relation \( R \) satisfying \( R(x, y) \iff \text{arg1}(x, y) \land \text{And}(x) \). An expression is cyclic if there is some sub-expression \( e \) where \( (e, e) \) is in the transitive closure \( (R) \) of the union of these binary restrictions. Lines 12-18 attempt to encode Equation 1 but the attempt is flawed. In particular, the implication is activated only when the expressions hold for the same objects (e.g. \( n'.\text{arg} = o.\text{arg1} \)). Instead, the LHS should be true whenever both fields contain structurally equal subexpressions. Whether or not structural equality \( (\sim) \) is definable depends on the particular specification language. In the case of Alloy, structural equality is outside of the scope of the language, which permits only first-order logic over relations and several built-in relational operators. Equation 1 cannot be encoded, but we only provide an semi-formal argument that this is the case.

The transitive closure operator can be viewed as a built-in recursive function on binary relations, as follows:

\[
F_{\text{trans}}(R) \equiv \begin{cases} 
R & \text{if } \text{trans}(R) \subseteq R, \\
F_{\text{trans}}(R \cup \text{trans}(R)) & \text{otherwise.}
\end{cases}
\]  

(2)

where \( \text{trans}(R) \equiv \{(x, y) \mid R(x, y) \land R(y, z)\} \). The question is whether structural equality can be rephrased as a recursive function in the form of Equation 2. Consider the problem of defining structural equality between binary trees encoded with binary relations \( \text{lft}(, ) \) and \( \text{rt}(, ) \). If \( \text{lft}(x, y) \) holds then the node named \( x \) has left child \( y \), for \( x \in \text{node} \) and \( y \in \text{node} \cup \{\text{nil}\} \). The \( \text{rt} \) relation has an analogous interpretation for the right children. The first step towards an encoding is to rephrase the problem on a single relation. This is accomplished by tagging the relations and combining them into a single ternary relation:

\[
R_0 \equiv (l \rightarrow \text{lft}) \cup (r \rightarrow \text{rt}) \cup \{(\sim, \text{nil, nil})\}
\]

for constants \( l, r, \) and \( \sim \). Structural equality is computed by the following recursive function:

\[
F_{\sim}(R) \equiv \begin{cases} 
R & \text{if } \text{trans}_{\sim}(R) \subseteq R, \\
F_{\sim}(R \cup \text{trans}_{\sim}(R)) & \text{otherwise.}
\end{cases}
\]

(3)

where:

\[
\text{trans}_{\sim}(R) \equiv \begin{cases} 
(\sim, x, x') & R(l, x, y) \land R(r, x, z) \land \\
R(l, x', y') \land R(r, x', z') \land \\
R(\sim, y, y') \land R(\sim, z, z')
\end{cases}
\]

(4)

Although Equations 2 and 3 have a similar form, structural equality cannot be rephrased into transitive closure unless \( \text{trans}_{\sim} \) can be rephrased as \( \text{trans} \) over a suitable binary relation. We claim this not possible.
However, structural equality is definable in languages supporting fixpoint logic (FPL) over finite relations, such as Datalog languages. Figure 4 shows the definition of structural equality in Datalog, assuming the same signature as the Alloy specification. Structural equality can be encoded with FPL but at a cost. First, expression languages are essentially algebraic data types (ADTs), and users must have a full understanding of how relations simulate algebraic data types. This is particularly true if some ADT-like relations contain IDs of object-like relations. Second, the model finder must still work to produce IDs even though structural equality is insensitive to their values. At the same time, there are many isomorphic models satisfying the constraints, and it is non-trivial to avoid these isomorphic models. In conclusion, model theory based on finite relations and FOL(RA) or FPL significantly impacts the language-level encoding strategies and idioms.

3 Algebraic Data Types and Maude

ADTs are useful. At the other end of the spectrum are languages based entirely on ADTs. Most noteworthy are term rewriting systems (TRS) such as Maude. These languages give rise to signatures with the following shape:

$$\Sigma_{ADT} = \langle U, C, f_1, \ldots, f_k, \tau_1, \ldots, \tau_l \rangle,$$

such that $C \subseteq U$ is a (possibly infinite) set of constants. Each $f_i$ is an $n$-ary function $f_i : U^n \rightarrow U$ for $n \geq 1$. The Peano axioms are implicitly assumed for these functions:

- $f(x) \neq c$, for all $c \in C$.
- $f_i(x) = f_j(y) \iff i = j \land x = y$.
- $U = \bigcup_{i \geq 0} C_i$, where $C_0 = C$ and $C_{i>0} = \bigcup_{j=1}^{k} f_j(C_{i-1})$.

The Peano axioms yield term algebras. An element of $U$ is called a term; all terms can be uniquely expressed using a combination of constants and function applications. Usual equality of terms ($\equiv$) is equivalent to structural equality by the Peano axioms. The functions $f_i$ are called data constructors and $\tau_j$ are called data types. Data types are subsets of terms: $\tau_i \subseteq U$; the expressiveness of the types depends on the specification language. With ADTs instances of expression languages can be written without introducing object IDs. For example, a Boolean expression is just a term:

$$\text{not}(\text{and}(\text{not}(\text{true}), \text{not}(\text{var}(0))))$$

Fig. 4. Defining structural equality over finite relations using Datalog
3.1 Equational Theories

We still need a way to write meaningful specifications over ADTs. Extend \( \Sigma_{ADT} \) with a binary relation on terms called \( \text{theory equality} \) (\( \approx \)). Users give semantics to terms by a set of axioms \( A \) over theory equality and types; axioms must have the form:

\[
\forall x. s \approx t \iff \bigwedge \varphi_i, \forall x. \tau(s) \iff \bigwedge \varphi_i,
\]

where \( \varphi_i \) is either \( s_i \approx t_i \) or \( \tau_i(s_i) \). The subformulas \( s, s_i \) and \( t, t_i \) may contain constructor applications, constants and variables. The axiom \( \forall x. x \approx x \) is always in \( A \). The key result is there exists a unique least congruence relation \( \approx_{Th(A)} \) and least sets \( \tau_{Th(A)}^1, \ldots, \tau_{Th(A)}^l \) satisfying the axioms.

The axioms \( A \) can be viewed as a user-defined theory \( Th(A) \), called an equational theory. In the resulting model theory formulas have the following grammar:

\[
\text{formula} ::= \text{term} \approx \text{term}. \quad \text{term} ::= \text{var} \mid c \in C \mid f(\text{term}), f \in \Sigma_{ADT},
\]

models are functions \( \nu \) from variables to terms, and the models relation is defined as:

\[
\nu \models_{Th(A)} s \approx t \quad \text{if} \quad s[x/\nu(x)] \approx_{Th(A)} t[x/\nu(x)],
\]

where \( s[x/\nu(x)] \) is the \( \Sigma \)-term obtained by substituting all occurrences of the variables \( x \) in \( s \) with the \( \Sigma \)-terms \( \nu(x) \). Maude (ignoring extensions) is a model finder for formulas of the form \( x \approx t \), where \( t \) is variable-free:

\[
(5) \quad x \models_{Th(A)} x \approx t.
\]

Finding an \( x \) equivalent to \( t \) under \( Th(A) \) is accomplished by rewriting \( t \) using axioms until \( t \) is reduced to a term where no further rewrites are applicable. Unlike Alloy, which uses a fixed theory, users must design their own theories so meaningful questions can be phrased in the form of Equation (5).

3.2 Recursive Structures

Equational theories fit well with ADTs because they immediately generalize to all subexpressions, as shown in Figure 2. Lines 2 - 8 introduce the constants \( \text{True}, \text{False} \), the data constructors \( \text{Var}, \text{Not}, \text{And}, \text{Or} \), and the types \( \text{Bool}, \text{Expr} \) (called sorts). The data constructors and constants are declared with type constraints, e.g. \( \text{Var} : \text{Nat} \rightarrow \text{Bool} \). (The \( \text{Bool} \) value given to the \( \text{Var} \) constructor indicates the value assigned to that variable.) Actually, type constraints are compiled into axioms on type membership:

\[
\forall x, y. \text{Expr(Var(x, y))} \iff \text{Nat(x) \land Bool(y)}.
\]
Fig. 5. Semantics of Boolean expression as an equational theory

Similarly, the \texttt{subsort} statement (Line 9) introduces the axiom:

\[
\forall x. \text{Expr}(x) \leftarrow \text{Bool}(x).
\]

Lines 13 - 21 introduce axioms about theory equality. For instance, Lines 15 - 16 correspond to Equation \[1\]. It introduces the axiom:

\[
\forall x, y. \text{Or}(x, y) \approx \text{Not}\left(\text{And}\left(\text{Not}(x), \text{Not}(y)\right)\right) \leftarrow \text{Expr}(x) \land \text{Expr}(y).
\]

The remaining equations encode the semantics of the Boolean operators Not, And.

Maude evaluates queries of the form \(x \vdash \eta(h(A)) x \approx t\) by rewriting \(t\) according to the axioms. Term rewriting is an operational semantics and requires more than just equations. First, the equations must be \textit{terminating}, i.e. all sequences of rewrites must eventually terminate. For this reason, rewrites only replace LHSs with RHSs, otherwise every equation implies a trivial sequence of non-terminating rewrites. Second, equational theories must be \textit{confluent}, i.e. every term must reduce to the same final form regardless of the order of rewrites. Without confluence, occasionally an equation \(s \approx t\) might be judged as true and occasionally it might be judged as false. (Note, these rules are relaxed for badly-typed terms.) Below is a sequence of writes:

\[
\text{Or(Var(0,True),False)} \rightarrow \text{Not(And(Not(Var(0,True)),Not(False)))} \rightarrow \\
\text{Not(And(Not(True),Not(False)))} \rightarrow \ldots \rightarrow \text{Not(And(False,True))} \rightarrow \\
\text{Not(False)} \rightarrow \text{True}.
\]

In the case of Boolean expressions, every expression should eventually be rewritten to True / False. This intent is expressed by the annotations [\texttt{ctor}] on the declarations of True, False (Lines 3 - 4). If the specifications have been written correctly, every well-typed term should be rewritten to a final form containing only [\texttt{ctor}] constants / constructors.

### 3.3 Relational Structures and Search

Earlier we showed that encoding ADTs into finite relations is non-trivial. Conversely, issues arise when axiomatizing finite relations using equational theories.
1. fmod Graphs is
2. sorts Edge EdgeSet Graph. subsort Edge < EdgeSet .
3. op <_=_> : NzNat EdgeSet -> Graph [ctor] .
5. op _-_ : EdgeSet EdgeSet -> EdgeSet [ctor assoc comm idem] .
6. op in_: Edge EdgeSet -> Bool .
7. vars E : Edge , vars S : EdgeSet .
8. eq E in E = true .
9. eq E in E,S = true .
10. eq E in S = false [owise].
11. endfm

Fig. 6. Defining graphs in Maude

Consider the binary set union operator \( \cup \), e.g. \( 1 \cup (2 \cup 3) \) yields the set \( \{1, 2, 3\} \). Axiomatizing \( \cup \) requires axioms for associativity (A), commutativity (C), and idempotence (I). However, the AC axioms are non-terminating so they cannot be written in the standard way. Instead, Maude provides the special attributes [assoc], [comm] and [idem] for introducing these axioms and handles them specially during rewriting.

Figure 6 shows a Maude specification for graphs. Edges are constructed by the commutative \([-_=_]\) operator and edge sets are built using the ACI operator \(_-_\). (We assume every graph has at least one edge.) The in operator determines if an edge is present in an edge set. Notice the equations for in are simple, because the operators have been declared to be C and ACI. In Line 8, the pattern \( E,S \) is sufficient because the AC axioms allow Maude to rewrite the edge set until \( E \) is at the front. The shorthand [owise] expands to a conditional equation handling the remaining cases. A graph is constructed by \(<-_=_>\), which takes the number of vertices in the graph and the edge set.

Another consequence of terminating and confluent equational theories is the difficulty of encoding search problems. Consider the NP-complete problem of checking if there exists a homomorphism from one graph to another. We can encode this problem into Maude by defining the operator CheckHom : Graph Graph -> Witness. The CheckHom term will be reduced to a term representing the homomorphism function from \( V_G \) to \( V_H \), if it exists. However, the only way to define a confluent CheckHom is via a systematic generate and test scheme. This encoding is likely to be inefficient and it will require many axioms to implement search. (See Appendix A) In our opinion, this shows a trade-off between specifications as constraints over a fixed theory (Alloy) and specifications as theories over a fixed constraint formula (Maude). Equational theories are a powerful specification tool, but encoding hard search problems within equational theories is challenging. (Maude also supports non-deterministic transition systems via non-confluent rewriting rules. An explicit state model checker for temporal logic is available, but this is outside the scope of our paper.)
1. **domain** `BoolExpr` {  
  6. `Expr` := `Boolean` + `Var` + `Not` + `And` + `Or`.  
  7. `sub` := (exp: `Expr`).  
  8. `eval` := (exp: `Expr`, val: `Boolean`).  
  9. `sub(x)` :- x is `Expr`; `sub(Not(x))`.  
  10. `sub(x), sub(y)` :- `sub(And(x, y))`; `sub(Or(x, y))`.  
  11. `sub(Not(And(Not(x), Not(y))))` :- `sub(Or(x, y))`.  
  12. `eval(true, true), eval(false, false)`.  
  13. `eval(e, x)` :- `sub(e), e = Var(\_ \_ x)`.  
  14. `eval(e, x)` :- `sub(e), eval(e', x), e = Not(e'), y = !x`.  
  15. `eval(e, x)` :- `sub(e), eval(e', x), eval(e'', y), e = And(e', e''), z = x & y`.  
  16. `eval(e, x)` :- `sub(e), eval(e_dm, x), e = Or(e', e'')`,  
     \[e_dm = Not(And(Not(e'), Not(e'')))\]  
  17. `}`.

Fig. 7. Defining Boolean expressions in FORMULA

4 The FORMULA Approach

We now describe the hybrid approach taken by the specification language FORMULA. Like Maude, FORMULA begins with ADTs, but instead of theory equality it extends the signature with a single unary relation \(K\) over terms, called the knowledge relation. Like Alloy, FORMULA specifications are understood as constraints on relations; specifically as constraints on the single relation \(K\). The logic of FORMULA is a class of fixpoint logic (FPL), similar to (but more general than) Datalog. First-class ADTs and FPL allow recursive reasoning over terms, while the knowledge relation supports direct encoding of relational structures. Like Alloy, FORMULA provides finite model finding so users do not have to encode search strategies.

We now introduce the approach with an informal discussion of the Boolean expression language encoded with FORMULA. Figure 7 shows the relevant code. Lines 3 - 9 are data type declarations; they simultaneously introduce data constructors and data types into the specification. Ignoring the keywords `new` and `any`, then a type declaration can have the form:

\[f := (l_1: T_1, \ldots, l_n: T_n)\]

in which case it introduces an \(n\)-ary constructor \(f\) and a data type \(\tau_f\). In FORMULA the corresponding data type has the same name as the constructor and the two are distinguished by context. The pairs \(l_i: T_i\) give the names and types of constructor arguments. For example, the type declaration
Var := new (name: Natural, val: Boolean)
gives Var two arguments called name and val that are expected to be of types Natural and Boolean. The data type $\tau_{\text{Var}}$ contains all the Var terms conforming to type constraints:

$$
\tau_{\text{Var}} = \{ \text{Var}(x, y) \mid x \in \mathbb{N} \wedge y \in \mathbb{B} \}.
$$

An f-term $t$ is said to be well-typed if $t \in \tau_f$. Additionally, auxiliary data types can be declared using set-theoretic union (+) as shown in Line 6. The Expr declaration does not introduce a constructor, but introduces a new data type $\tau_{\text{Expr}}$ that is equal to the union of other data types:

$$
\tau_{\text{expr}} = \tau_{\text{Boolean}} \cup \tau_{\text{Var}} \cup \tau_{\text{Not}} \cup \tau_{\text{And}} \cup \tau_{\text{Or}}.
$$

These are useful to define more complex recursive data types, as in the cases of Not / And / Or.

### 4.1 Writing Constraints

The data type declarations required for the FORMULA encoding are similar to the Maude encoding, except for the two additional constructors sub and eval. As with the Alloy encoding, these extra constructors are needed to axiomatize evaluation of expressions. Alloy specifications constrain user-defined relations by FOL(RA). FORMULA specifications constrain the knowledge relation $K$ through a set of rules. For example, the rule:

$$
\text{sub}(x) :- \text{x is Expr}.
$$

explains that if $x \in \tau_{\text{Expr}} \cap K$, then the term $\text{sub}(x)$ is also in $K$. The LHS of a rule is called the head and the RHS is called the body. Operationally, a FORMULA program defines a fixpoint operator that monotonically extends $K$ by applying rules until $K$ can be extended no further. The least fixpoint of this operator identifies a unique $K$, which is the interpretation of the program. The model theory is more subtle, and we shall discuss it shortly.

The intent of Lines 9-11 is to extend $K$ with all the subexpressions appearing within elements of $K$. These rules use some syntactic sugar explained in Table 1. Unlike Maude, which simplifies away terms by rewriting, FORMULA must saturate $K$ with all the subexpressions that need to be evaluated. Line 11 introduces the extra subexpressions for evaluating Or expressions with De Morgan. Suppose $K$ contains the expression Or(Var(0, true), Not(Var(1, false))). Then these rules extend $K$ with the following terms:

$$
\begin{align*}
\text{sub}(\text{Or}(\text{Var}(0,\text{true}), \text{Not}(\text{Var}(1,\text{false})))), \\
\text{sub}(\text{Var}(0,\text{true})), \text{ sub}(\text{Not}(\text{Var}(1,\text{false}))), \text{ sub}(\text{Var}(1,\text{false})) \\
\text{sub}(\text{Not}(\text{And}(\text{Not}(\text{Var}(0,\text{true}))), \text{Not}(\text{Not}(\text{Var}(1,\text{false}))))), \\
\text{ sub}(\text{And}(\text{Not}(\text{Var}(0,\text{true}))), \text{Not}(\text{Not}(\text{Var}(1,\text{false})))), \\
\text{ sub}(\text{Not}(\text{Var}(0,\text{true}))), \text{ sub}(\text{Not}(\text{Not}(\text{Var}(1,\text{false})))).
\end{align*}
$$
Table 1. Some syntactic sugar in FORMULA programs

<table>
<thead>
<tr>
<th>Syntactic sugar</th>
<th>Example</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>A rule with a variable called ‘_’</td>
<td>( h : x = g(<em>). h : x = g(x</em>{fresh}, y_{fresh}) )</td>
<td></td>
</tr>
<tr>
<td>A rule without is</td>
<td>( h : f(y). h : x_{fresh} = f(y). )</td>
<td></td>
</tr>
<tr>
<td>A rule with several heads</td>
<td>( h_1, h_2 : B. )</td>
<td>( h_1 : B. h_2 : B. )</td>
</tr>
<tr>
<td>A rule with several bodies</td>
<td>( h : B_1 ; B_2. )</td>
<td>( h : B_1, h : B_2. )</td>
</tr>
</tbody>
</table>

Lines 12-17 gives the rules for evaluating subexpressions. They extend \( K \) with terms of the form \( eval(e,x) \) whenever the subexpression \( e \) is known to evaluate to \( x \). Line 12 contains special rules called facts, which do not contain any constraints in the body. Facts must appear in \( K \). In particular \( true \) always evaluates to \( true \) and \( false \) always evaluates to \( false \). Lines 14-15 illustrate some built-in operators. For instance, the evaluation of \( Not \) and \( And \) utilize the built-in operators \( ! \) and \&.

4.2 Domains and Models

The logic program in Figure 4 defines a fixpoint operator; executing the logic program computes the least fixpoint of this operator by repeatedly applying rules starting from facts. The only facts in \( \text{BoolExpr} \) are \( eval(true, true) \) and \( eval(false, false) \), and the least fixpoint contains exactly these two terms. One way to evaluate more complex expressions is to extend the program with more facts. Consider adding the fact:

\[
\text{Or}(\text{Var}(0, true), \text{Not}(\text{Var}(1, false))).
\]

Adding this fact produces a larger fixpoint containing the \( sub \)-terms from Equation 6 along with many \( eval \)-terms. In particular, the fixpoint contains the evaluation of the previous expression: \( eval(\text{Or}(\text{Var}(0, true), \text{Not}(\text{Var}(1, false))), true) \). Thus, instead of giving the program “input” in the traditional sense, it can be extended with more facts to cause various computations. But the basic rules of evaluation are fixed across all extensions.

This observation can be formalized by treating a logic program as open for some types of facts; we call these open-world programs. A program is closed by extending with a finite set of facts. We call such an extension a world. Once a program is closed by a world it computes a unique least fixpoint; before this the least fixpoint is underspecified. In FORMULA open-world programs are placed within domain blocks when they serve to axiomatize abstractions. A legal extension of a domain is a set of variable-free well-typed facts. The type declarations of a domain further constrain the possible extensions. Only constructors declared with the new keyword can appear in extended facts. In the Boolean expression example, the \( sub \) and \( eval \) constructors are declared without new, which effectively fixes their semantics, i.e. \( sub \) and \( eval \) terms can only be produced by the domain rules.
FORMULA worlds are called *models*, which close domains. Models describe instances of abstractions by listing a set of variable-free well-typed facts containing only *new*-modified constructors, as shown in Figure 8. The knowledge relation $K$ of a model is obtained by closing the domain with model facts and computing the least fixpoint. Notice that the models $Expr1$ and $Expr2$ assign the variables 0 and 1 in different ways. This is not contradictory, because each model defines its own extension of the domain. Each model is an independent instance of the Boolean expression abstraction.

**4.3 Model Theory and Open-World Reasoning**

The model theory needs to be adjusted to account for open-world reasoning. To avoid confusion, we shall use the phrase *world* to describe extensions of programs. Let $\Pi$ be an open-world program and $lfp(\Pi \cup W)$ be the least fixpoint of the program after it is closed by a finite set of variable-free well-typed facts $W$. Then the models relation between knowledge relations and open-world programs is:

$$K \models \Pi \iff \text{there exists } W \text{ s.t. } K = lfp(\Pi \cup W).$$

Though the full formalization of FORMULA is outside the scope of this paper, it is important to note that FORMULA programs must compute a unique finite least fixpoint for every world $W$. The uniqueness property is obtained by syntactic restrictions on programs, but the finiteness property is equivalent to program termination (hence undecidable) and must be guaranteed by the user. For the remainder of this paper we shall assume all programs exhibit these properties.

FORMULA is a finite model finder for open-world programs. It constructs both $K$ and $W$ witnessing that $K \models \Pi$. However, unconstrained search is rarely useful, so model finding can be further constrained with *goals* and *partial models*:

1. **Goal.** A goal $g$ is rule of the form $c_{fresh} :\neg \mathbf{B}$. $K$ satisfies $g$ if $c_{fresh} \in K$ and $K \models \Pi \cup g$.
2. **Partial Model.** A partial model is a constraint on the structure of worlds.

Partial models limit search to a subset of worlds.

Model checking can be rephrased as constrained model finding by choosing an appropriate goal $g$.

Consider the NP-complete problem of finding an assignment of Boolean variables so a given expression evaluates to true. Unlike Maude, where search procedures were encoded as confluent rewrites, the SAT problem can be rephrased as a model finding problem over an open-world program. Like Alloy, FORMULA also
1. domain BoolSAT extends BoolExpr {
2. prob := new (exp: Expr).
3. badAsn :- sub(Var(x, y)), sub(Var(x, z)), x \neq z.
4. isSat :- prob(e), eval(e, true), no badAsn.
5. }

6. partial model Problem of BoolSAT {
7. requires atmost 1 prob.
8. prob(Or(Var(0, x), Not(Var(1, y))))).
9. }

10. model Solution of BoolSAT {
11. prob(Or(Var(0, true), Not(Var(1, true))))).
12. Or(Var(0, true), Not(Var(1, true))).
13. }

Fig. 9. Encoding Boolean satisfiability with open-world programs

uses a powerful solver \((Z3 [9])\) to search for solutions. Unlike Alloy, the FORMULA specification is able to embed the recursive definition of expression evaluation. Figure 9 shows the FORMULA specification. The BoolSAT domain includes all the declarations / rules of BoolExpr via the \textit{extends} keyword. It adds the open constructor \texttt{prob} to hold an expression that should be solved. Line 3 checks for contradictory assignments of the same variable. Line 4 produces the \texttt{isSat} constant if there is some problem \texttt{prob(e)} \(\in K\) such that \(e\) evaluates to true without any bad assignments (\texttt{no badAsn}).

The partial model in Lines 6-9 represents a subset of the possible extensions of BoolSAT. The intent is to limit the search so exactly one specific Boolean expression is solved. Line 7 is a \textit{cardinality constraint} limiting the number of \texttt{prob}-facts that can appear in any extension to one. Line 8 immediately introduces a \texttt{prob}-fact containing the variables \(x\) and \(y\). For every fact in a partial model there must exist a corresponding fact in a world for some substitution of the variables. Therefore, this partial model describes a set of worlds with exactly one \texttt{prob}-fact resembling the fact in Line 8. The command:

\begin{verbatim}
    solve Problem isSat
\end{verbatim}

initiates the model finder on the partial model \texttt{Problem} with the goal \texttt{c\_fresh :- isSat}. The model finder must instantiate variables \(x\) and \(y\) so the problem expression evaluates to true. Lines 10-13 show one solution where \(x \mapsto true, y \mapsto true\). Notice the model \texttt{Solution} contains an expression fact, which is necessary to cause evaluation of the problem expression. Only the FORMULA model (i.e. world) is returned, because \(K\) can be uniquely reconstructed. In summary, the open-world approach using strongly typed logic programs can handle recursive structures and fixpoints while supporting flexible model finding.
4.4 Finite Relations

Relations can also be encoded. Consider the following undirected graph:

\[ G = \langle \{1, 2\}, \{(1, 1), (1, 2)\} \rangle. \]

The vertex and edge relations \( V_G/E_G \) can be encoded by declaring data constructors of matching arity, and then enumerating the relations as facts within a model. First, the data type declarations might be:

\[ V := \text{new (lbl: Integer)}. \ E := \text{new (src: Integer, dst: Integer)}. \]

And the contents of the model might be:

\[ \{ V(1). V(2). E(1, 1). E(1, 2). \} \]

Any place the specification would test for \((x, y) \in E_G\), instead it tests for \(E(x, y) \in K\). For example, this rule computes the reflexive closure of the edge relation, assuming the edge relation has been point-wise enumerated in a formula model.

\[ \text{rflx}(y, x) :- E(x, y). \]

By allowing \( K \) to contain complex terms, an arbitrary number of finite relations can be encoded without introducing the ACI axioms as required for Maude.

However, the data declarations do not capture the complete relationship between \( V_G \) and \( E_G \); namely \( E_G \subseteq V_G \times V_G \). This relationship needs to be axiomatized. FORMULA provides a convention for axiomatizing the intended relationship between data types via a special rule of the form:

\[ \text{conforms} :- B. \]

The conformance rule produces the special constant \texttt{conforms} for those models obeying the intended relationships between data types. For example:

\[ \text{badEnd} :- E(x, _), \text{no } V(x); E(_, y), \text{no } V(y). \]

\[ \text{conforms} :- \text{no } \text{badEnd}. \]

The first rule produces \texttt{badEnd} if there is some \( E(x, y) \in K \) where \( V(x) \notin K \) or \( V(y) \notin K \). This occurs precisely if \( E_G \notin V_G \times V_G \). Thus, the conformance rule produces \texttt{conforms} only if the relationship is satisfied. The FORMULA model finder automatically assumes the subgoal \texttt{conforms} to restrict search to conforming models.

As with Alloy, finite relations and functions are so common that language support is highly desirable. FORMULA provides similar idioms, which are most convenient when using the following encoding pattern: Suppose \( R \subseteq R_1 \times \ldots \times R_n \) for unary relations \( R_i \). Then every relation must have a corresponding constructor. In particular, the declaration of \( R \) should use the types of the constituent constructors:

\[ R := \text{new (arg}_1: R_1, \ldots, \text{arg}_n: R_n). \]
Instead of integer arguments, which could appear in any other relation-like constructor, the argument types identify the intended constituent relations. For these declarations FORMULA automatically introduces rules of the form:

\[
\text{badArg} :- R(x_1, \ldots), \text{no } x'_1 \text{ is } R_1, x'_1 = x_1; \\
\vdots \\
R(\ldots, x_n), \text{no } x'_n \text{ is } R_n, x'_n = x_n.
\]

Then \text{no badArg} is automatically conjuncted onto the conformance rule. Actually, this encoding generalizes to relations of arbitrary arity and argument types. In the cases where the arguments are built-in constants, then these values are ignored and are outside this idiom. Thus, the previous declarations for undirected graphs can be rewritten as:

\[
V := \text{new} (\text{lbl: Integer}). E := \text{new} (\text{src: } V, \text{dst: } V).
\]

and the user does not have to write additional conformance rules. The contents of a model might be:

\[
\{ V(1). V(2). E(V(1), V(1)). E(V(1), V(2)). \}
\]

Finally, in the case where a type is not used to encode a relation, then a new-modified constructor accepting this type should marked its field with the \text{any} modifier. This modifier causes the compiler to skip generation of argument constraints for that field. Recall the data type declarations for the Boolean expression language use the \text{any} modifier, because they are not encoding relations (Figure 7, Lines 3-5). (The compiler does not generate constraints for non-new constructors.)

Similar constraints can be generated for partial/total functions. As with Alloy, finite functions are specified by introducing uniqueness and totality constraints. Again consider a finite function \( F : I_1 \times \ldots \times I_m \rightarrow O_1 \times \ldots \times O_n \). Assuming \( F \) is represented as:

\[
F := \text{new} (\text{in}_1 : I_1, \ldots, \text{in}_m : I_m, \text{out}_1 : O_1, \ldots, \text{out}_n : O_n).
\]

Then the relevant totality and uniqueness constraints can be added according to Table 2. The function modifiers in Table 3 instruct the compiler to automatically introduce these constraints. All constructors annotated with function modifiers are implicitly modified with new.

4.5 Finding Homomorphism Pairs

We now return to the problem of finding homomorphic pairs of graphs. In Alloy the encoding was succinct and declarative, but in Maude the encoding was verbose and necessitated writing a confluent search strategy. The FORMULA encoding uses the aforementioned conventions on constructors to encode the finite relations as shown in Figure 10. Lines 2-6 encode the same relations as the Alloy specification. Lines 7-8 introduce the \text{rflx} constructor for computing the reflexive closure of the edge sets. The reflexive closure is then computed in Line 9.
1. **domain** HomPair {

2.   \texttt{Gv := new (id: Integer).}

3.   \texttt{Ge := new (src: Gv, dst: Ge).}

4.   \texttt{Hv := new (id: Integer).}

5.   \texttt{He := new (src: Hv, dst: He).}

6.   Hom := \texttt{fun (gv: Gv =\rightarrow hv: Hv).}

7.   rflx \iff (e 1 : V, e 2 : V ) .

8.   V := V .

9.   rflx(y, x) :- Ge(x, y); He(x, y).

10. badHom :- Hom(x1, y1), Hom(x2, y2), no rflx(y1, y2).

11. conforms :- no badHom.

12. }

**Fig. 10.** Specification of HomPair problem with \textsc{formula}

---

**Table 2.** Rules for totality and uniqueness constraints

(Not-left-total) \(\text{nl}t \iff l_1(x_1), \ldots, l_m(x_m), \text{no } F(x_1, \ldots, x_m, \ldots, \ldots).

(Not-right-total) \(\text{nrt} \iff O_1(y_1), \ldots, O_n(y_n), \text{no } F(\ldots, y_1, \ldots, y_n, \ldots).

(Not-left-unique) \(\text{nlu} \iff e \text{ is } F, e = F(\ldots, y_1, \ldots, y_n), e' \text{ is } F, e' = F(\ldots, y_1, \ldots, y_n), e \neq e'.

(Not-right-unique) \(\text{nru} \iff e \text{ is } F, e = F(x_1, \ldots, x_m, \ldots, \ldots), e' \text{ is } F, e' = F(x_1, \ldots, x_m, \ldots, \ldots), e \neq e'.

---

**Table 3.** Examples of function modifiers. Complete set of modifiers is \texttt{fun, sur, inj, bij} and \texttt{->/ =>}

<table>
<thead>
<tr>
<th>Modifiers</th>
<th>Example</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>\texttt{fun, -&gt;}</td>
<td>(F := \text{fun (i: A \rightarrow o: B)}.)</td>
<td>A partial function from (A \cap K) to (B \cap K). Gets argument and right-unique constraints.</td>
</tr>
<tr>
<td>\texttt{fun, -&gt;, any}</td>
<td>(F := \text{fun (i: A \rightarrow o: any B)}.)</td>
<td>A partial function from (A \cap K) to (B). Gets argument constraint only on (i) field. Gets right-unique constraint.</td>
</tr>
<tr>
<td>\texttt{fun, =&gt;}</td>
<td>(F := \text{fun (i: A =&gt; o: B)}.)</td>
<td>A total function from (A \cap K) to (B \cap K). Gets argument, right-unique, and left-total constraints.</td>
</tr>
<tr>
<td>\texttt{sur, =&gt;, any}</td>
<td>(F := \text{sur (i: any A =&gt; o: B)}.)</td>
<td>A total surjection from (A) to (B \cap K). Gets argument constraint on field (o). Gets right-unique, left-total, and right-total constraints.</td>
</tr>
</tbody>
</table>

Finally, a bad homomorphism is one where vertices \(x_1\) and \(x_2\) are connected, but are mapped to vertices \(y_1\) and \(y_2\) that are not connected (Lines 10-11). The user-defined conformance rule for the domain is \texttt{no badHom}. But the compiler will automatically extend this rule with more conjuncts due to the use of \texttt{new} and function modifiers.
The model finder can be used to find homomorphic pairs. Because the model finder always includes conforms as a subgoal, it may be invoked directly on the domain without an explicit goal: solve HomPair. A result is a model like the one shown in Figure 11. In summary, the formula approaches combines ADTs with strongly-typed open-world logic programming to declaratively specify recursive and relational structures. Model finding over open-world programs uses state-of-the-art solvers to implement search. Users do not implement search within the program.

5 Conclusion

This paper studied the design of specification languages through their model theory. We showed that everything from basic syntax to complex specification idioms are deeply rooted in the underlying model theory. In practice, users must have a deep understanding of the shapes of models and formulas in order to write specifications. Many standard concepts such as functions, relations, trees, and expressions require non-trivial encodings. We showed that Alloy provides succinct specifications for search problems over finite relations. On the other hand, Maude provides succinct specifications for recursive definitions, such as evaluation semantics. Finally, we introduced the formula approach, which attempts to handle both of these problems while retaining automated formal analysis by constraint solving.
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A CheckHom Specification

1. `fmod Configs is`
2. `including Graphs .`
3. `sorts Config Placement .`
4. `op init : Nat -> Placement .`
5. `op end : => Placement [ctor] .`

8. *** A configuration \([ N \mid P ]\) states the number of vertices in \(H\) 
9. *** and gives a placement from \(GV\) to \(HV\). 
11. `ceq init(N) = (N + -1 => 0), init(N + -1) if N > 0 .`
12. `eq init(0) = end .`

13. *** An initial configuration is generated using \([ N \mid init(M) ]\), 
14. *** which expands into the default placement for the \(M\) vertices of \(G\) 
15. `vars T S : EdgeSet . vars E : Edge . vars N : Nat .`
16. `ceq init(N) = (N + -1 => 0), init(N + -1) if N > 0 .`
17. `eq init(0) = end .`
18. `eq init(0) = end .`

19. *** The inc operator generates a new placement: inc([N \mid P]). 
20. *** In turn, the pinc operator increments a placement. 
21. `op inc : Config -> Config .`
22. `op pinc : Nat Placement -> Placement .`
23. `vars P I J : Nat .`
24. `eq inc([N \mid P, end]) = [ N \mid pinc(N, P), end ] .`
29. \( \text{ceq } \text{pinc}(N, (P, I = J)) = \text{pinc}(N, P), (I \rightarrow 0) \) if \( J = N + 1 \).
30. \( \text{ceq } \text{pinc}(N, I = J) = I \rightarrow J + 1 \) if \( J < N + 1 \).
31. \( \text{ceq } \text{pinc}(N, I = J) = I \rightarrow N \) if \( J \geq N + 1 \).
32. 
33. *** Placements can be applied to vertices and edges.
34. *** This returns the vertex / edge under the placement.
35. \( \text{op } \_[] : \text{Placement Nat } \rightarrow \text{Nat} \).
36. \( \text{op } \_[] : \text{Placement Edge } \rightarrow \text{Edge} \).
37. \( \text{eq } ((I \rightarrow J), P)[I] = J \).
38. \( \text{ceq } ((I' \rightarrow J), P)[I] = P[I] \) if \( I' =/= I \).
39. \( \text{eq } P[I,J] = [P[I], P[J]] \).
40. 
41. *** The IsPlaced operator checks if an edge from \( G \) is in \( H \)
42. *** under the current placement.
43. \( \text{op } \text{IsPlaced} : \text{EdgeSet Placement EdgeSet } \rightarrow \text{Bool} \).
44. \( \text{ceq } \text{IsPlaced}((E,S), P, T) = \text{false} \) if not \( P[E] \) in \( T \).
45. \( \text{ceq } \text{IsPlaced}(E, P, T) = \text{false} \) if not \( P[E] \) in \( T \).
46. \( \text{eq } \text{IsPlaced}(S, P, T) = \text{true} \) [otherwise].
47. \text{endfm}
48. 
49. \text{fmod } \text{Hom is}
50. \text{including } \text{Configs} \).
51. \text{sort } \text{Witness} \).
52. 
53. \( \text{op } \text{CheckHom} : \text{Graph Graph } \rightarrow \text{Witness} \).
54. \( \text{op } \text{CheckHom} : \text{Config EdgeSet EdgeSet } \rightarrow \text{Witness} \).
55. \( \text{op } \text{Wit} : \text{Config EdgeSet EdgeSet } \rightarrow \text{Witness [ctor]} \).
56. \( \text{vars } P : \text{Placement} \). \( \text{vars } S T : \text{EdgeSet} \). \( \text{vars } N M I J : \text{Nat} \).
57. \( \text{eq } \text{CheckHom}((N, M), (S), (N, T)) = \text{CheckHom}((N | \text{init}(M), S, T)) \).
58. \( \text{ceq } \text{CheckHom}((N | (I \rightarrow J), P), S, T) = \text{CheckHom}(\text{inc}((N | (I \rightarrow J), P)), S, T) \)
59. \( \text{if not } \text{IsPlaced}(S, (I \rightarrow J), P, T) \) and \( J < N \).
60. \( \text{ceq } \text{CheckHom}((N | (I \rightarrow J), P), S, T) = \text{Wit}((N | (I \rightarrow J), P), S, T) \)
61. \( \text{if IsPlaced}(S, (I \rightarrow J), P, T) \) and \( J < N \).
62. \( \text{ceq } \text{CheckHom}((N | (I \rightarrow J), P), S, T) = \text{Wit}((N | (I \rightarrow J), P), S, T) \) if \( J \geq N \).
63. \text{endfm}
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