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Data Science: Reality [or] Hype

HBR (2012)

KD Nuggets (2018)

https://hbr.org/2012/10/data-scientist-the-sexiest-job-of-the-21st-century
ttps://www.kdnuggets.com/2018/07/cartoon-data-scientist-sexiest-job-21st-century.html


What is Data Science?

Data science studies the analysis of data, focuses on building models and 
validating them against data. The models can be used not only for prediction, but 
also for explaining a phenomenon and for performing simulations with the 
phenomenon.

Positive accomplishments (so far):
• Image recognition
• Email spam filtering
• Recommender systems
• Predictive Maintenance
• Military Medicine: Rapid Analysis of Threat Exposure (RATE)
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DoD Efforts – Applying Data Science

*NOTE: Not a comprehensive survey, but focused on ties to NPS

Joint Artificial Intelligence Center
(est. 2018)

Army AI Integration Center
(est. 2019)

SOCOM Data Engineering Lab
(est. 2019)

NPS DSAG
(est. 2018)



DoD Efforts – Build a Data Science Workforce

• Graduate School Course/Certification Offerings
• NPS (resident & non-resident offerings)
• AFIT
• Focused efforts to send officers to new civilian graduate institutions

• Short Course Instruction
• NPS Data Science and Analytics Group (DSAG)
• Army FA49 Continuing Education Offerings

• Formal Data Science Skill Identification
• Army approved personnel development skill identifier (PDSI) `R1J` (2019)



Jaywalking Billionaire?

SOURCE: Medium

https://medium.com/syncedreview/2018-in-review-10-ai-failures-c18faadf5983


Establishing Trust 

• Selection Bias

• Labeling Bias

• Explainability



Selection Bias

• Basic issue of not having the right data OR not knowing you have the 
wrong data. 
• Is the data representative of the specified problem?
• Network analysis of host-based intrusion data 
• Specific problem scope success vs. general adaptation failure

• Macro versus micro data selection
• Simpson’s Paradox



Labeling Bias

• Human labeling
• Non-native English speakers manually judging sentiment of text
• Non-medical professionals assessing coughing audio and polyp images

• Machine Labeling
• Automation considerably more efficient
• Significant risk of data type misinterpretation

• Hybrid approaches:  ‘human-in-the-loop’ OR ‘human-on-the-loop’
• Tradeoff analysis evaluating efficiency/correctness (when to accept 

risk)



Bot Detection 
• Wide variety of supervised

and unsupervised algorithmic 
approaches

• Focus extensively on detecting 
ever-increasing sophistication 
in bots

• Typically develop and train 
around ‘ground truth’ use-case

Bot Analysis 
• Mostly qualitative analysis 

with increasing usage of 
stats/NLP

• Few works capitalize on 
detection efforts; many use ex 
post facto ‘lists’

• Isolated views of single or 
small-scale use-cases (e.g. 
Pew 2018)

“The main takeaway from 
the DARPA challenge is that a 
bot-detection system needs 
to be semi-supervised. “
– Subrahmanian et al. (2016)

SOURCE: Krebs
SOURCE: COMPROP OII Oxford

Limitations of Automated Labeling: Social Bots



SOURCE: BBC

SOURCE: PEW RESEARCH

SOURCE: Brookings

Euromaidan

SOURCE: BBC

Tahrir Square

SOURCE: NYTimes

Turkish Coup Attempt

SOURCE: NYT

SOURCE: WASHPOST

Why is this important?

https://www.bbc.com/news/uk-politics-44856992
https://www.pewresearch.org/fact-tank/2018/12/10/social-media-outpaces-print-newspapers-in-the-u-s-as-a-news-source/
https://www.brookings.edu/blog/order-from-chaos/2018/02/22/ukraine-four-years-after-the-maidan/
https://www.bbc.com/news/world-middle-east-12332601
https://www.nytimes.com/live/turkey-coup-erdogan/social-media-grinds-to-a-halt-for-those-in-turkey/
https://www.nytimes.com/2018/08/02/us/politics/russia-election-interference.html
https://www.washingtonpost.com/world/asia_pacific/masks-cash-and-apps-how-hong-kongs-protesters-find-ways-to-outwit-the-surveillance-state/2019/06/15/8229169c-8ea0-11e9-b6f4-033356502dce_story.html?utm_term=.e7dd8ab04111


Classification Results
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Botometer (BT)   ⋂ Bot-hunter (BH)
16,585 accounts

DeBot (DB)   ⋂ Bot-hunter (BH)
1,477 accounts

DeBot (DB)   ⋂ Botometer (BT)
388 accounts

DeBot (DB)   ⋂ Botometer (BT)  ⋂ Bot-hunter (BH)
8 accounts

SOURCE: Schuchard & Crooks, Insights into Elections (2021)

https://doi.org/10.1371/journal.pone.0244309


Explainability

SOURCE: DARPA Explainable AI (XAI) Project



Explainability Example

• In 2008, Google researchers launched Google Flu Trends (GFT) to use 
search trends to predict the onset of the flu
• Research published in Nature (2009) stated GFT achieved a 97% 

accuracy rate when compared to ground-truth CDC data
• In 2013, GFT overestimated flu rates by over 140% during the peak of 

flu season.  



A cautionary warning ...

• DoD (and beyond) continues to invest heavily in Data Science to 
develop/expand expertise and enable better industry engagement.
• Most investments are in their earliest stages and rapidly evolving as 

we (DoD) adjust to ‘seeing ourselves’ through data for the first time.
• Models are developed based on past data.  To use them for prediction 

we must forecast the future model parameter values.
• Forecasting future model parameters is a highly uncertain process 

because of the complexities, contingencies, and surprises of the real 
world.
• Thus, a well validated model may still be a poor predictor.



Questions

Ross J. Schuchard
ross.schuchard@nps.edu


