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Learning 
Outcomes

• Understand the different models of 
presenting distributions.

• Understand what is a power law 
distribution

• Understand what is a scale free network



Power Law 
Distribution 



Power law distributions
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• Power law distribution: �� = � ���, � > 0 also 
called Pareto distributions (Vilfredo Pareto)

• Differentiating power-law from non power-law 
distributions is not trivial

• Simplest (but not accurate) strategy  visual 
inspection plots 

• In 2006 - fit a distribution over the observed data, 
and test the goodness of the fit. This analysis 
revealed that none of them fits the theoretical 
distribution 

• There are alternatives as we will see

https://www.researchgate.net/figure/Power-law-and-exponential-
distributions-a-Normal-scale-b-Log-log-scale_fig1_228879251

Power-law vs Exponential 
(a) normal scale, (b) log-log scale)



An example: Egypt IP-layer data



And its degree distribution
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Hard to differentiate the values   can this visualization be improved to be useful?  How?

Notice the long tail.
It looks like a 
power law
distribution:

�� = � ��� , � > 0



Binning



BA Example (n=1000)
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Binning
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A binned degree histogram will give poor statistics at the tail of the distribution

• As k gets large, in every bin there will be only a few samples  large statistical 
fluctuations in the number of samples from bin to bin   which makes 
the tail end 
noisy and 
difficult to 
decide if it 
follows a 
power-law 



Detecting and visualizing power laws
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Alternatives:

• We could use larger bins to reduce the noise at the tail since more 
samples fall in the same bin

• However, this reduces the detail captured from the histogram since we end up 
with fewer bins



Logarithmic 
Binning



Detecting and visualizing power laws
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Alternatives:

Try to get the best of both worlds  different bin sizes in different parts of the 
histogram

Careful at normalizing the bins correctly: a bin of width 10 will get 10 times 
more samples compared to the previous bin of width 1  divide the count 
number by 10   logarithmic view (log-log plots)

In this scheme each bin is made wider than its predecessor by a constant factor a

The 1-st bin will cover the range: 10�≤ k < 10�

The 2-nd bin will cover the range: 10�≤ k < 10�

The 3-rd bin will cover the range: 10�≤ k < 10�

The most common choices for a are 2 and 10 since larger values of a give
ranges that are too big, and smaller a values give non-integer ranges limits

The n-th bin will cover the range: an-1 ≤ k < an



Logarithmic binning
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• Plot the degree distribution for the Internet in log-log scale: width of the
bins is fixed, the display of the width is different
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MIS 644 Social Newtork Analysis 2017/2018 Spring - ppt download)



Statistics for real networks
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α = power in the power law distribution



Power laws and scale free networks
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• Networks that follow power law degree distribution are referred to as 
scale-free networks

• A Scale-free network means that the ratio of very connected nodes to the 
number of nodes in the rest of the network remains constant as the 
network changes in size (supports research based on some sampling 
methods):  � �� = � � � , ∀ � ∈ ������(�)

• Real networks do not follow power law degree distribution over the 
whole range of degree k

• That is the degree distribution is not monotonically decreasing over the 
whole range of degrees

• Many times we refer to its tail only (high degrees)

• Deviations from power law can appear for high values of k as well



Power laws and scale free networks

16

• It is important to mention what property of the network is scale-free.

• Generally it is the degree distribution, and we say that the 
“network is scale-free” which in reality says “the degree 
distribution is scale-free”

• Sometimes the exponent of the degree distribution captures this.  
Why?  The exponent is the slope of the line that fits the data on 
log-log scale.

• This has been tested with random subnetworks of scale free 
models that indeed show scale free degree distribution (but not 
always the same exponent)



Scale free

• General belief:  Scale free networks grow because of 
preferential attachment

• However: 

preferential attachment  scale free 

But 

preferential attachment  scale free

(counterexample:  the configuration model)
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