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ABSTRACT: We present a novel method for the encoding
and decoding of multiplexed biochemical assays. The method
enables a theoretically unlimited number of independent
targets to be detected and uniquely identified in any
combination in the same sample. For example, the method
offers easy access to 12-plex and larger PCR assays, as
contrasted to the current 4-plex assays. This advancement
would allow for large panels of tests to be run simultaneously
in the same sample, saving reagents, time, consumables, and
manual labor, while also avoiding the traditional loss of
sensitivity due to sample aliquoting. Thus, the presented
method is a major technological breakthrough with far-
reaching impact on biotechnology, biomedical science, and
clinical diagnostics. Herein, we present the mathematical
theory behind the method as well as its experimental proof of
principle using Taqman PCR on sequences specific to
infectious diseases.

Multiplexed reactions offer significant advantages: the
performance of parallel reactions on the same sample,

the use of the same chamber to run multiple reactions, and the
ability to extract rich information from the sample in a fast and
efficient way. However, to achieve these benefits, multiplexed
assays require complex reporting mechanisms: spectrally
resolved fluorescence or chemiluminescence (PCR, enzyme
linked immunosorbent assay (ELISA)),1 spatially resolved
assays (microarrays, gel electrophoresis),2 temporally resolved
signals (capillary electrophoresis), or combinations thereof
(Sanger sequencing).3

Among these, fluorescence has been the undisputed leader
for the past 15 years due to its long list of desirable features:
compatibility with biochemical assays, small size of the labels,
easy conjugation to molecules of interest, affordability, low
toxicity, stability, robustness, detectability with inexpensive
optics, and ability to be combined with spatial arrays. However,
fluorescence-based multiplexing has been limited by the large
width of the emission spectra of standard fluorophores and by
the requirement to minimize spectral overlap among the
probes, so that measured signal can be correctly decoded into a
unique outcome.4

As a result, the typical coding scheme has been to assign one
color per target, i.e., M = N, where M is the multiplexing factor
and N is the number of independent “colors”. With standard

fluorophores, this has meant that only 4 to 6 questions are
typically asked of the same sample at the same time.5,6

Wherever higher factors of multiplexing are required, the
solution has been to combine fluorescence with aliquoting,
spatial arraying, or sequential processing.7 However, those lead
to labor-intensive workflow and/or significantly more expensive
and bulkier systems. Thus, it would be highly beneficial if the
multiplexing factor were increased through spectral coding
only.
Early attempts at “supercolor” multiplexing (M > N) have

been only partially successful. “Chromosome painting”8 allowed
for FISH-based identification of 24 chromosomes, while two
PCR Taqman-based schemes could identify eight foodborne
pathogens9 or fifteen types of HPV.10 However, the first
scheme made use of the application-specific condition that each
chromosome was also spatially resolved from the others, while
the other two schemes assumed that no more than one of the
targets is present at a time. If these restrictions are relaxed, all
three schemes produce “degeneracy”, i.e., the same test result
decodes into more-than-one possible outcomes. A general
multiplexing scheme (e.g., coding for panels of infectious
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diseases, drug-resistant bacterial strains, foodborne pathogens,
or genetic markers) cannot allow ambiguity of outcome and
cannot assume that only one target is present at a time.
Herein, we report on a novel coding method that is the first

to solve the degeneracy problem and thus the first to ensure the
unambiguous identification of any combination of present
targets. Also, its multiplexing factor M is mathematically
unlimited and is practically much larger than the number of
available colors (M ≫ N). Thus, our method is a major
breakthrough in the field.
As the method uses standard fluorophores and oligos, it is

easily implemented with the existing oligo-synthesis techniques
and measurement infrastructure. Once applied in practice, the
method would produce a major increase of the productivity of
the existing fleet of machines (e.g., for PCR, qPCR, digital
PCR) as no changes in the hardware would be needed to
accommodate the new multiplexing capabilities.
In clinical diagnostics, splitting a profuse sample into aliquots

and testing each aliquot for a different target is a valid but
expensive and labor-intensive multiplexing strategy.11−19

However, the amount of sample is rather limited in point-of-
care diagnostics.20 As a result, any splitting is undesirable,
because the resulting amount of analyte in each aliquot may fall
below the detection limit of the assay. In contrast, our method
would pose multiplexed questions to the whole sample, thus
avoiding aliquots and the loss in sensitivity. Hence, our method
is particularly significant to point-of-care PCR assays, where it
would also allow for cheap disposables to test for large panels of
infectious diseases and multiple strains of drug-resistant
bacteria. The low cost of its implementation makes it even
more important to diagnostics in low-resource settings.

■ RESULTS

The crux of the presented method is the combined use of
“colors”, the multiplicity of signal intensity, and mathematical
strategies to circumvent degeneracy and ensure an infinite
number of unique codes that can be unambiguously decoded in
any combination of occurrence. While the method is not
limited to fluorescence, PCR, and Taqman probes,21 they are
the natural choice as a system for proof of principle for the
method.
Taqman probes are short pieces of DNA that have a

fluorophore on one end and a quencher on the other end. If the
target sequence is present, the probe and primer hybridize to it.
As the polymerase extends the primer, its 5′ exonuclease
activity breaks up the probe sequence. The released
fluorophore and quencher separate by diffusion, and so the
fluorophore emits fluorescence signal. Conversely, if the target
sequence is not present, the probe remains intact, so the
quencher prevents fluorescence emission. The end result is a
strong fluorescence signal when the target is present and a weak
or no signal when the target is not present.
Standard fluorophores have wide emission spectra, so to

avoid overlap and false positives, only a few colors (typically
four) are used simultaneously in multiplexed assays. Each color
is assigned to a different Taqman probe. Then, the presence or
absence of a sequence is judged by the fluorescence signal in
the respective color. For example, if the color set is named
{blue, green, yellow, red} by excitation, a traditional
experimental result of 1100 means the sequences coded by
blue- and green-excited fluorophores are present, while the
other two are absent.

Unlike the traditional approach, the presented method
generally uses more than one color per sequence. Table 1

shows one such coding scheme in four colors. Code 1000 is
assigned to a control sequence Z that will always be present and
should always amplify.22 All sequences have a probe in the
control color. This design ensures that the multiplicity of the
signal intensity in the “control” color reports the number of
unique sequences that have successfully extended and are thus
present in the sample.
Mathematical symmetry dictates that any color can be the

control color. However, as the highest multiplicity would likely
be observed in the control color, it makes sense to choose it to
be the color that is best detected in the particular system. The
Roche Lightcycler 480 used for the experimental proof has only
a blue excitation, while the other colors count on wide
excitation tails. Hence, blue was the logical choice here.
The possible measurement results and their decoded

meaning in terms of sequences present are shown in Table 2.
Three conditions have been stipulated: First, the positive
control always produces a positive outcome, i.e., it works
appropriately. Second, in each color, the signal is additive and
scales in the same way with probe concentration, regardless of
which probe it comes from. Third, in each color, each probe
produces the same unit of signal. Essentially, this means the
signals are additive and digital. Ensuring the first condition is
just a matter of proper preparation of the assay. The second
condition is attainable under fluorescence. In practice, the third
condition need only be approximately right, as we show further
below.
A measurement outcome is denoted as a sequence of signal

multiplicities in the respective “colors”. Each multiplicity is
calculated within its own color. For example, outcome 4321
means the sample’s measured intensities are 4× in blue, 3× in
green, 2× in yellow, and 1× in red. This outcome is valid,
because it can be achieved by adding sequence codes from
Table 1, so it is found in the decoding Table 2. It produces the
answer ZCFG, which means only sequences Z, C, F, and G are
present. Conversely, the outcome 4000 is invalid, because it
cannot be achieved by adding sequence codes from Table 1 in a
digital fashion and thus is not listed in Table 2. An invalid
outcome means that the assay malfunctioned in the particular
experiment. This logic filter provides a powerful tool for
judging the validity of experimental results.
Table 2 shows all the valid answers, and thus, it is the

exhaustive set for the encoding Table 1. In Table 2, “Rank” is
defined as the number of present sequences, which under the
encoding Table 1, is equal to the multiplicity of the blue bin.
The lowest rank is 1, with a single valid outcome of 1000 and a
test result of Z. This means only the control sequence was
present. At rank 2, the control sequence and one other are
present, so there are 7 such cases. At rank 3, the control
sequence and two other sequences are present, so the number

Table 1. Combinatorial Coding of Targets
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of distinct results is a combination of 7 choose 2, or 7!/(5! ∗
2!) = 21. At ranks 4, 5, 6, 7, and 8, the number of distinct
results is 35, 35, 21, 7, and 1, respectively. Table 2 shows the
same numbers of results in each rank, so the table is exhaustive.
In “supercolor” multiplexing, degeneracy is the phenomenon

wherein the same valid outcome corresponds to multiple
distinct combinations of present sequences.9,10 For example,
outcome 5233 in Table 2 is degenerate, because it can be
decoded as either ZADFG or ZBDEG. As a counterexample,
outcome 3110 is not degenerate because it is decoded to a
single result (ZBC).
It turns out degeneracy can be eliminated. For example,

outcome 4112 is valid and can be decoded as either ZABE or
ZACD. So, if sequence D is dropped from the set, the test
result ZACD is no longer possible, so the only remaining test
result associated with outcome 4112 is ZABE. Similarly, it turns
out that dropping any two of {D, E, F} completely eliminates
degeneracy, while the coding remains “supercolor” (M > N) as
6 sequences are unambiguously identifiable in any combination
while using just 4 colors.

To demonstrate the scheme experimentally, representative
sequences were chosen from important diseases and designed
respective primers and probes labeled with FAM, Cy3, ROX,
and Cy5. The chosen coding was 1000 (HIV PolyProt), 1100
(HIV P17), 1010 (malaria), 1001 (herpes), 1101 (tuber-
culosis), and 1111 (dengue). Separate positive controls were
performed for each sequence, as well as the full panel for several
combinations of sequences present. The experimental details
are in the Supporting Information.
The signals of the positive controls were added to produce

the expected cumulative signal for every possible combination
of present sequences, in each color. Each expected cumulative
signal was plotted as its own level in a “chromatogram”.
Expected cumulative signals corresponding to combinations of
the same rank in the same color were organized into their own
“band”. Doing this for all colors produced a level and band
structure, against which the experimental results of each
combination could be judged. Figure 1 shows the chromato-
grams of experimental combinations 4112, 3121, and 3102. The

Table 2. Exhaustive Combinations of Code
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experimental results for each combination in each color are
shown by black dots.
“Calling” the results to determine multiplicity in each color

relies on three criteria: First, the analog result of fluorescence
signal must be converted into a digital result of the multiplicity.
Thus, if the dot falls inside a band, then the multiplicity of that
band is the answer. If a dot is in between two bands, the result
can be either multiplicity but not both. Second, illegal results
can be excluded or considered a failed experiment. Third, if the
dot is between two legal results, the “called” result is the one
whose band is closer to the dot.
Using these criteria, the first experiment is “called” 4112,

which is the correct answer. The second experiment should be
“called” 2121 or 3121, but 2121 is illegal, so the result must be
3121, which is the correct answer. The third experiment is 3102
or 3101, both of which are legal, but the dot is clearly closer to
3102, so that should be the call, and that is the correct answer.
These results provide an experimental demonstration and
proof-of-principle for our coding method.
The results show a trend of slightly lower combined signal

than what would be expected from a simple summation of
positive-control signals. This leads us to believe that the
combination is not perfectly linear, so there are additional
effects, for which the chromatogram construction does not
account at present. We conjecture that this particular effect has
to do with the absolute concentration of quenchers. The higher
the absolute concentration of quenchers, the larger the
percentage of reaction volume they “black out”, so the same
percentage of released fluorophores fails to contribute to the
cumulative signal. One solution is to use low concentrations of
probes, so that the percentile loss is negligible, regardless of
how much of the quencher is released. This issue is a subject of
ongoing research.
Figure 1 shows that each rank containing multiple

combinations has a relatively wide band. The width of the
band is ultimately the difference between the highest and

lowest cumulative signals. If all positive controls in the
particular color produced exactly the same fluorescence signal,
then the width of each band would be zero. Since instead those
signals are somewhat different, the resulting bands are relatively
wide. Fortunately, there is a simple means to tighten the bands.
Instead of loading all probes at the same concentration as is
done here, each probe concentration can be adjusted so that
the end-point fluorescence intensity of each positive control, in
every color, is the same. This approach would significantly
tighten the bands, making calling easier.
The coding method can be further improved by switching to

a single hybridization probe per target sequence. To maintain
the coding in Table 1, each such probe would be present with
corresponding color labels at the concentrations prescribed by
the band-tightening optimization above. Making one sequence,
aliquoting it and labeling each aliquot with a corresponding
color, is far less expensive than making multiple sequences each
with its own color. As a result, the overall coding scheme is far
cheaper to deploy in this second modality. Furthermore, it is far
easier to fit just one hybridization probe to a target sequence,
than two, three, or four.
Under the coding scheme of Table 1, the maximal-

multiplicity combination is 6323, which means all coded
sequences are present. On the other hand, Table 1 has the tacit
restriction that each sequence can have only 1× signal in any
color. If that restriction is relaxed, a sequence 1X00 can be
added, which preserves the sequence counting property in the
blue color. What is the minimal X, such that the new addition
preserves the general structure of Table 2, keeps degeneracy
broken, and offers a new tier of multiplexing? The answer is
Xmin = 4. Basically, X has to be the maximal previous cumulative
multiplicity plus 1. Then, any answer of 0−3 in the green digit
is interpreted as before and means sequence 1400 is not
present, while any answer of 4−7 in green means 1400 is
present and the full answer must have 1400 subtracted from it
to obtain the rest of the present sequences using Table 2.

Figure 1. Proof of principle of supercolor fluorescence intensity coding in PCR. (Left) Fluorescence intensity measurements of a multiplexed PCR
reaction including sequences from TB, malaria, HSV-2, and HIV TPP in four frequency channels. The actual measured intensity measurements
(black dots) are compared with all possible fluorescence codes (represented by color bands). The code 4112 uniquely maps to the combination of
TB, malaria, HSV-2, and HIV TPP. (Center) Fluorescence intensity measurements of a multiplexed PCR reaction including sequences from dengue,
malaria, and HIV TPP. (Right) Fluorescence intensity measurements of a multiplexed PCR reaction including sequences from TB, HSV-2, and HIV
TPP.
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Obviously, this system can be analogously expanded with
additional sequences 1030 and 1004, for yellow and red,
respectively. An analogy with Table 1 coding then suggests
additional sequences 1404 and 1434. Iterating the same idea to
the third tier will lead to further added sequences of 1800,
1060, 1008, 1808, and 1868. Thus, if just 3 tiers are used, the
total number of sequences that are unambiguously identifiable
in any combination, is 5 × 3 = 15, while the maximal-
multiplicity result would be 16−39−14−39, when all sequences
are present.
This expansion of the Table 1 coding offers a theoretically

infinite number of additional sequences that can be
unambiguously identified in any combination. However, there
are practical limitations on the assay, e.g., the ability to tell the
difference between bands B and B + 1 in the multiplicity call.
Thus, practically, there is a limited multiplicity bandwidth to be
utilized by any coding scheme. Hence, the most efficient
scheme is the one that uses that bandwidth most sparingly, so
that M is maximized for a fixed Bmax.
These ideas lead to the following third coding scheme. Each

sequence has one probe with only one color. The sequences of
each color are coded by the multiplicities of their probes. The
first few sequences in blue are 1000, 2000, 4000, and 8000.
Similarly, the first few sequences in green are 0100, 0200, 0400,
and 0800. This scheme is theoretically infinite as before, but it
allows for more sequences per unit multiplicity bandwidth. For
example, if we take the first 4 tiers, the number of
unambiguously identifiable sequences in any combination is 4
× 4 = 16, while the “all-present” outcome is 15−15−15−15.
This third scheme is better than the second scheme in terms of
bandwidth density and practicability, but it does not possess the
self-correcting qualities of the first and second schemes.
Furthermore, it makes the most efficient possible use of the
bandwidth, since all rungs of the digital signal are used and
decode to unique combinations of present sequences. We call

this third scheme “binary” as the coded intensities correspond
to single digits of different orders in binary counting.
To test the binary scheme experimentally, three sequences

were chosen, dengue Virus, HIV TPP, and HIV P17, in just one
color (blue). The fluorescence signals from their probes in
positive-control end-point PCR reactions were measured and
used to calculate the respective probe concentrations that
would produce a 1×, 2×, and 4× signal intensity, respectively.
Then, all 7 non-null combinations of target occurrence were
processed in a batch experiment using the same Masterplex
mixture of primers and probes. The fluorescence signal of each
case was plotted in a chromatogram (Figure 2). The
multiplicity levels were assembled as the expected integer
multiples of the 1× signal intensity, while their widths were
calculated as the propagated uncertainty of the 1× measure-
ment. That uncertainty was equated to the standard deviation
of the fluorescence signals of the last five PCR cycles in
saturation.
The results in Figure 2 show a virtually perfect agreement

between expectations and experiment. In every case, the result
correctly decodes to the exact list of present sequences.
Furthermore, the experimental set is exhaustive, as all
theoretical combinations are accounted for and measured for
the case of 1 color and 3 sequences. These results show proof
of principle for the binary coding scheme.

■ DISCUSSION
The so-far described schemes all utilize standard fluorescence.
However, Forster resonance energy transfer (FRET) can be
used in conjunction with standard fluorescence to enlarge the
set further. FRET-based Taqman probes23 function in
essentially the same way as standard Taqman probes but
have an orthogonal spectral output, because they emit one step
further into the larger wavelengths. Thus, if fluorescence
interrogation of the sample is performed one color at a time,

Figure 2. Preliminary proof of principle of binary fluorescence intensity coding. Three sequences from dengue, HIV P17, and HIV TPP were coded
as 1×, 2×, and 4×, respectively, all in blue excitation. The integer multiples of the 1× positive control were used to build a ladder of possible
cumulative outcomes, which we call a “chromatogram”. Then, the result of each possible non-null combination of the occurrence of the three
templates was plotted as a black dot on the same fluorescence scale. The results show excellent agreement between expectation and measurement,
proving the binary scheme for 3 sequences in 1 color.
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the signal from the standard probe will be shifted by one step
but the signal from the FRET probe will be shifted by two
steps. Then, detection in each spectral band separately will
produce independent signals. The same coding as described
above can then be independently and simultaneously applied to
the FRET probes. This should double the number of sequences
that are unambiguously identifiable in any combination. Thus,
for the third scheme used to the fourth tier, this means 4 × 4 ×
2 = 32 sequences in the set. The trade-off is that the analyzer
systems would have to be FRET-capable. That limits usability
with systems already embedded in practice, but the large gain in
multiplexing would more than justify the feature in emerging
systems.
The presented method of coding is a universal solution for

systems limited by the requirement to fit multiple reporters
within a certain bandwidth while avoiding overlap, crosstalk,
and false positives. Thus, the particular coding shown in Table
1 for four basis “colors” is just one of the possibilities under the
general method. If the basis “color” set is expanded, e.g., by
future fluorophores with tighter emission spectra, the described
coding method is still fully applicable and will offer larger
multiplexing factors. Thus, the fundamental utility of the coding
method will grow further with advances in probes.
Also, while standard fluorophores are discussed here as the

reporter molecules, the same coding idea can be used with
other systems, e.g., chemiluminescence, or in fact any
quantitative reporting where the output signal scales with the
constituent signals of the same color, frequency, physical size,
absorption band, etc. The cumulative signal does not have to be
digital or scale linearly with number and intensity of constituent
signals. For example, if the physical principle of measurement is
absorption, the cumulative attenuation is a product of
constituent attenuations while the constituent concentrations
are additive, due to the exponential nature of Beer−Lambert’s
law. The logarithm of the cumulative attenuation will then scale
linearly with constituent concentrations in each absorption
band (the equivalent of color), so the same multiplexing
method is still applicable.
While the presented description focused on multiplexed end-

point PCR for qualitative panels, the same method can be
applied to certain types of qPCR. Digital PCR systems (e.g.,
BioRad’s digital droplets and Fluidigm’s dynamic arrays)
produce highly sensitive quantification of copy numbers, and
so are qPCR systems by output, but their actual mode of
operation is end-point PCR.24,25 This means that our presented
method can be immediately integrated into those systems and
would drastically expand their productivity.
Furthermore, we can confidently prophesy that the presented

multiplexing method would work within traditional real-time
PCR. First, the real-time data would be fully recorded as the
PCR runs to completion. The end-point values would be
decoded into the list of present sequences. Second, individual
CTs can be gleaned in each color by detecting the maxima of
the second derivative of the real-time curve in that color. Third,
as a particular sequence gets amplified, fluorophores are
released from its Taqman probes in the same ratios as the
color multiplicities in the coding of that sequence. That is so
because the amplification breaks up the same probe and thus
has no bias among the colors for that sequence. Hence, e.g.,
under the second coding scheme, 1100 will have the same CT in
blue and green, while 1400 will have its green CT precede its
blue CT by 2 cycles. This set of clues should be rich enough to

decipher the identity and starting quantity of each present
sequence.
Finally, the applicability of the method is not limited to PCR

or even biochemical assays. Any qualitative test, producing a
fixed amount of signal that is independent of the starting
amount of the test’s target, is subject to the same mechanic and
thus can benefit from this multiplexing method. If there is a
“spectral” dimension to the physical basis of the test, the
concept of “color” would apply and, thus, the presented
mathematical apparatus can be engaged to full force. If there is
no “spectral” dimension, single-color multiplexing is still
applicable, e.g., using the binary scheme presented here.

■ MATERIALS AND METHODS
General Reagents. TE buffer, pH 7 (Life Technologies,

Carlsbad, CA), UltraPure RNase-free Water (Life Technolo-
gies, Carlsbad, CA), and Taq 5× Master Mix (Fisher Scientific
Company, Tustin, CA) were used.

DNA Sequences, Primers, and Probes. Five nucleic acid
pathogens of clinical relevance were chosen for this study:
human immunodeficiency virus 1 (HIV-1), Plasmodium
falciparum (malaria), herpes simplex virus-2 (HSV-2),
Mycobacterium tuberculosis (TB), and dengue virus type 3
(dengue Fever).
Two targets of diagnostic relevance on the HIV-1

genome,26−29 p17 and polyprotease, were selected from the
Los Alamos National Laboratory HIV-1 reference sequence.30

A diagnostic sequence from the malaria falciparum ChR7
gene31,32 was obtained from the UCSC Plasmodium falciparum
Genome Browser.33 A sequence for herpes simplex virus-234

was synthesized from the sequence obtained from the
European Molecular Biology Library.35 Similarly, a diagnostic
sequence for rpoB gene in Mycobacterium tuberculosis36−38 was
synthesized from a sequence obtained from the European
Molecular Biology Library.39 A PCR diagnostic sequence for
dengue Virus Type 340 was obtained from the National
Institute of Health genetic sequence database.41

All oligonucleotides were synthesized by Integrated DNA
Technologies (Coralville, Iowa). Diagnostic sequences were
input into IDT’s OligoAnalyzer 3.1 tool. Probes and primer
pairs for each target were chosen, from the OligoAnalyzer’s set
of generated sequences, to minimize homology with unin-
tended targets, probes, and primers. TaqMan sense probes for
all targets were synthesized with a fluorophore at the 5′ end and
a quencher at the 3′ end. Sequence information is tabulated in
Tables S1−S6, Supporting Information. Nucleic acid products
were synthesized and lyophilized by IDT. These products were
reconstituted with TE buffer and aliquoted for experimental
use.

Polymerase Chain Reactions. All PCR reactions were
performed on a Roche 480 LightCycler instrument (Roche
Applied Science, Penzberg, Germany). The PCR cycling
reaction was run for 45 cycles, with a 60 s hot-start at 95 °C.
The cycling conditions were: denaturation for 45 s at 95 °C,
annealing for 50 s at 65 °C, and extension for 60 s at 70 °C.
Each experiment was run in quintuplicate, with a reaction
volume of 15 μL. Fluoresence measurements in 483−533 nm
(FAM), 523−568 nm (Cy3), 558−610 nm (ROX), and 615−
670 nm (Cy5) were first taken after the hot-start and again
taken at the end of 45 thermal cycles. The change in
fluorescence intensity between these two measurements, for
each instance of an experiment, determined the fluorescent
signal.
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Experiment Conditions. Positive control experiments
were performed to determine baseline fluorescence levels for
each target and set of probes. Only targets with their associated
probes were cycled in experiments 1, 3, 5, 7, and 9, tabulated in
Tables S7, S9, S11, S13, S15, and S17, Supporting Information.
These were positive-control experiments that provided baseline
fluorescence intensity for each oligo target. The change in
fluorescence intensity, in each color, was used to assemble the
expected cumulative signal levels in the chromatograms in
Figure 1. The combinatorial superposition of fluorescence
levels, in each independent wavelength channel, determined the
actual bands for each count. Experiments 2, 4, 6, 8, and 10
measured the extent of cross-talk.
Experiments 11, 12, 13, and 14, tabulated in Tables S9−S12,

Supporting Information, were multiplex coding experiments.
Their changes of fluorescence intensity in each color were
presented by the black circles in the chromatograms of Figure
1.
Experiments 23−27, tabulated in Tables S21−S27, Support-

ing Information, were binary-coded multiplex experiments in
the FAM channel. The change in fluorescence intensity at the
end of the saturated PCR experiment was presented by the
black circles in the chromatograms of Figure 2. In each case, the
multiplicity count corresponded to a unique combination of
present targets. The baseline concentration for a 1× count was
determined by a set of fluorophore titration experiments. A
200nM 1× concentration of probes in the FAM channel
allowed for a sufficiently strong signal that minimized cross-
channel bleed through.
In any particular experiment, the uncertainty in the cycling

data was determined by the spread of values in the last five
cycles of the particular amplification reaction. This uncertainty
did not scale with the value of the total signal, which implied
that the source of uncertainty was instrumental rather than
experimental. A 1× fluorphore (200nM) baseline was
determined by statistical analysis of a set of data on 200 nM
concentration. The expected multiplicative signal levels were
determined by multiplying this baseline by the multiplicity.
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